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Background: Al Level of Rigor (LOR) Fourteen Tasks across Five Stages

Applying 9 of the 14 Tasks

Applying 4 of the 14 Tasks
Stage 1 — Requirements
Applying 6 of the 14 Tasks
Stage 2 — Architecture
Stage 3 — Algorithm Design
Stage 4 — Algorithm Code

Stage 5 — Testand Evaluation

Applying 6 of the
14 Tasks

Applying 7 of
the 14 Tasks

Finish
NAVAIR




CDRL Item: First Nine Tasks of LOR Listed in AIDP affecting Five Stages

9 Tasks 4 out of 9 Tasks
Stage 1 — Requirements 3 out of 9 Tasks

1 out of 9 Tasks

Stage 2 — Architecture

Intelligence
Stage 4 — Algorithm Code
Development

Plan (AIDP)

Stage 5 — Testand Evaluation

Finish
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Based on Sandbox Development...
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LOR Task Stages Requirement | Architecture | Algorithm Design | Algorithm Code | Test and Evaluation

Involved (Stage 3) (Stage 4) (Stage 5)

Al Function Type Definition 1 X
2 Justifying Al Function Needed 1 X
3 Justifying Al Function Needs to be 1
Autonomous or Semi-Autonomous X
4 Best Practice discussion about 3
Al/ML Development X X X
5 Training Set Alignment Test (TSAT) 3 X X X
6 Sources to Attribute Ratios for 1, 2 3
or 3 (nth) (StAR-n) Order Matrix X X X
7 Best Practice discussion on data set 3
generation X X X
3 k-Fold Variation 2 X X

Missing and Sparse Data (MSD)
Class Requirements and Actual 3
Results Tables

x
x
x

Confusion Matrix Creation

11 ROC AUC or PR AUC Analysis 3 e . X X X
Artificial
= Bias, Variance and the Sweet Spot 1 I ntel I |ge nce X
13 subsystem Hazard Analysis Format 3 Deve I 0] p me nt X X X
14 Best Practice discussion about
Al/ML Algorithm Development 3 P I an (AI D P X X X



Level 1 Highly Confident

Level 2 Most Confident X X X X All

Level 3 Confident X X X 1t09, 11
Level 4 Somewhat Confident X X 1to0 9,11
Level 5 Minimally Confident X 1to 4

Level 1 -- Highly Confident (All Development Stages, All Tasks) Level 3 -- Confident (Stages 1, 2, 5, Tasks 1 to 9, 11)

e Stage 1: Recommend Using Tasks 1to 9 e Stage 1: Recommend Using Tasks 1to 9
e Stage 2: Recommend Using Tasks 4 to 7 e Stage 2: Recommend Using Tasks 4 to 7
e Stage 3: Recommend Using Tasks 9 to 14 e Stage 5: Recommend Using Tasks 4, 8 to 11
e Stage 4: Recommend Using Tasks 5to 7, 11, 13, 14 Level 4 -- Somewhat Confident (Stages 1, 5, Rigor 1to 9, 11)
e Stage 5: Recommend Using Tasks 4, 8 to 11, 13, 14 e Stage 1: Recommend Using Tasks 1to 9
Level 2 -- Most Confident (Stages 1, 2, 3, 5, All Tasks) e Stage 5: Recommend Using Tasks 4, 8 to 11
e Stage 1: Recommend Using Tasks 1to 9 Level 5 -- Minimally Confident (Stages 1, 5, Tasks 1 0 4)
e Stage 2: Recommend Using Tasks 4 to 7 e Stage 1: Recommend Using Tasks 1 to 4

e Stage 3: Recommend Using Tasks 9 to 14
e Stage 5: Recommend Using Tasks 4, 8 to 11, 13, 14
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LOR Task Stages Requirement | Architecture | Algorithm Design | Algorithm Code | Test and Evaluation
Involved | (Stage 1) (Stage 2) (Stage 3) (Stage 4) (Stage 5)

Al Function Type Definition

2

3

Justifying Al Function Needed 1 X

Justifying Al Function Needs to be 1
Autonomous or Semi-Autonomous

X

LOR Task 1: Conduct Al Type Function Definition grading of Proposed Functions that

may include an Al Type algorithm in order to document decision to follow the Al rigor.
e Criteria 1 — Algorithm contain Data Approximations
* Criteria 2 — Algorithm contain Data Samples

LOR Task 2: Discuss and document a justification for the Proposed Al/ML Algorithm’s
development application vs. a Traditional Code development to explain why an Al/ML
algorithm is a “better” fit to the function requirement.

LOR Task 3: Discuss and document a justification for the Need of an Al/ML algorithm’s
level of functional autonomy to explain why an Al/ML algorithm requires this level of
autonomy to support the function requirement.

NAVAIR
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LOR Task Algorithm Design | Algorithm Code | Test and Evaluation

(Stage 3) (Stage 4) (Stage 5)

Best Practice discussion about 3
Al/ML Development

X X X

LOR Task 4: Review of Best Practices to document various discussions that need to be translated into needed
requirements.

EEEEE

What ML Training Data modality type are you representing in your deployed system and your data generation process?
Does the synthetic or live data represent all the training data needed to train the algorithm to identify each label/class
within the needed success rate?

Does each Class have an appropriate number of attributes, or values, that can be learned by the algorithm for the
Class/number being determined?

How do we know that the synthetic or live data creating the training data is aligned with the mission parameters?

How are we ensuring that the algorithm being deployed, after using training data, provides the correct answer when
data input issues occur?

Can other control entities (such as a human operator) be inserted into the loop to reduce the autonomy?

What are the ratio requirements of Sparse and Missing data occurrences to normal operations when creating training
data from synthetic or live data?

Will the architecture, design and code support sparse and missing data management, or more specifically, will it filter or
use a selection of less significant attributes to do the calculations?

What processes are being defined, to support Data Management curation, to ensure that the ML algorithm provides
accurate data input?

How well does the particular ML algorithm support increased battle complexity and how does that affect sparse and

missing data issues? NAVAIR
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LOR Task Algorithm Design | Algorithm Code | Test and Evaluation

(Stage 3) (Stage 4) (Stage 5)

Training Set Alignment Test (TSAT) 3 X X X

LOR Task 5: For each ML class, define requirements that rank the importance of attributes, i.e., creating a priority list,
within each instance that the Al algorithm will be trained to recognize. This ranking represents a baseline to determine if a
quality training set is being used.

- N - . - . BN
i i I R Pl
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3 3 P( distanceT | LT) =|0.202
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LOR Task Stages Requirement | Architecture | Algorithm Design | Algorithm Code | Test and Evaluation
Involved | (Stage 1) (Stage 2) (Stage 3) (Stage 4) (Stage 5)

Sources to Attribute Ratios for 1, 2
or 3 (nth) (StAR-n) Order Matrix

LOR Task 6: Once attributes are ranked in terms of priority, the next question should be, “Does the
ranking indicate a grouping of attributes based on the importance and availability of data during a

mission?”

Evidence of
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Data Collected

Justification to
Handle the
Unexpected

T

—

External Source to
Monitor & intercede
with Algorithm

% Number of Primary Attribute Instance vs All Instances for Class
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LOR Task Stages Requirement | Architecture | Algorithm Design | Algorithm Code | Test and Evaluation
Involved | (Stage 1) (Stage 2) (Stage 3) (Stage 4) (Stage 5)

Best Practice discussion on data set
generation

LOR Task 7: Review of Best Practice to document discussions on data set generation or data set collection
(from “live” data) to identify needed requirements.

How do you know if the quality and quantity of Training Data is sufficient?

How do you assess the operational limits described by the training data? (Consider the “You don’t

know what you don’t know” issue.)

Did the training set include enough noise/clutter for each class (in this case, less significant attributes
determined by SMEs for a particular meta-model class) to ensure that the function works properly
when deployed? Are there sparse data and/or mission data issues? How is the bias of the training set

and variance of the test results determined?
For simulation generation of the training data:

 How would you ensure synthetic or live data configurations work, i.e., is the training data covering
the real-world experiences? (Optimizing bias [how well it fits the training set] and variance [how

well it predicts using the test set], including considerations of overfitting/under-fitting).
* What quality of synthetic or live training data, i.e., attribute composition on each instance, and

how many of these various compositions are really enough to train an algorithm?

NAVAIR

14



LOR Task Stages Requirement | Architecture | Algorithm Design | Algorithm Code | Test and Evaluation
Involved | (Stage 1) (Stage 2) (Stage 3) (Stage 4) (Stage 5)

k-Fold Variation

Missing and Sparse Data (MSD)
Class Requirements and Actual 3 X X X
Results Tables

LOR Task 8: Has a process been identified to ensure that randomly selected T&E data is available
for testing from the curated training data before any developer uses it? If not, why not?
CM + BLOCKCHAIN

LOR Task 9: Will a Missing and Sparse Data (MSD) Class Requirements Table, consisting of four

sections, be used?

» Section 1: Create a table or list by class the expected training data quantities/numbers based on ML Training
Data.

* Section 2: Create a table or list that describes, within the training set, an expected percentage of how often
primary attributes occur in an instance/sample compared to the total number of instances being used for
training.

e Section 3: Create a table or list that describes the expected success rate when combining attributes from

various priority groups of the algorithm (e.g., as a percentage).
e Section 4: Create a table or list that provides an expected majority or minority class analysis of how balanced

(equal quantities) the classes are with each other.
NAVAIR
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LOR Task Stages Requirement | Architecture | Algorithm Design | Algorithm Code | Test and Evaluation

Involved (Stage 3) (Stage 4) (Stage 5)

1 Al Function Type Definition 1 X
2 Justifying Al Function Needed 1 X
3 Justifying Al Function Needs to be 1
Autonomous or Semi-Autonomous X
4 Best Practice discussion about 3
Al/ML Development X X X
5 Training Set Alignment Test (TSAT) 3 X X X
6 Sources to Attribute Ratios for 1, 2 3
or 3 (nth) (StAR-n) Order Matrix X X X
7 Best Practice discussion on data set 3
generation X X X
8 k-Fold Variation 2 X X
9 Missing and Sparse Data (MSD)
Class Requirements and Actual 3 X X X
Results Tables
10 confusion Matrix Creation 2 X X
11 ROC AUC or PR AUC Analysis 3 e X X X
Artificial
12 Bias, Variance and the Sweet Spot 1 I ntel I |ge nce X
13 subsystem Hazard Analysis Format 3 Deve I 0] p me nt X X X
14  Best Practice discussion about
Al/ML Algorithm Development 3 P I an (AI D P X X X
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