
NPS-__-23-215 

 

ACQUISITION RESEARCH PROGRAM 
SPONSORED REPORT SERIES 

  

Use of Machine-Learning Techniques Based on Python Language 
Code to Classify Failure Data from the Brazilian Air Force 

Database 

June 2023 

Capt Ygor H. de Almeida, Brazilian Air Force 
Thesis Advisors:  Dr. Susan K. Aros, Professor 
  Maj. Daniel Cherobini, Brazilian Air Force 

Department of Defense Management 

Naval Postgraduate School 

 

Approved for public release; distribution is unlimited. 

Prepared for the Naval Postgraduate School, Monterey, CA 93943. 

 

 

Disclaimer: The views expressed are those of the author(s) and do not reflect the official policy or 
position of the Naval Postgraduate School, US Navy, Department of Defense, or the US government. 

 

Acquisition Research Program 
Department of Defense Management 
Naval Postgraduate School 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The research presented in this report was supported by the Acquisition Research 
Program of the Department of Defense Management at the Naval Postgraduate School. 

To request defense acquisition research, to become a research sponsor, or to print 
additional copies of reports, please contact the Acquisition Research Program (ARP) via 
email, arp@nps.edu or at 831-656-3793. 

Acquisition Research Program 
Department of Defense Management 
Naval Postgraduate School 



 

ABSTRACT 

Like other major flight operators, the Brazilian Air Force (BrAF) must effectively 

manage multiple aircraft fleets, which are costly assets. The failure data collected from 

these assets is essential for decision-makers to assess the systems’ reliability, availability, 

and maintainability. Obtaining accurate and reliable information depends on the quality of 

failure data collected. BrAF engineers typically preprocess the data by classifying it as 

failure or non-failure for analysis, but this task is repetitive and time-consuming. Therefore, 

this study aims to develop and evaluate a machine-learning model capable of automatically 

performing this classification task. Of the six machine-learning techniques assessed, the 

Support Vector Classifier (SVC) model performed best in the F1-score metric. The results 

suggest that the SVC model has the potential to classify failure data from the BrAF 

database accurately, saving a significant amount of time. Additionally, the model could aid 

maintainers during the failure recording process, preventing them from inserting non-

useful data in the database, and for inventory management of specific workshop repairs, 

thus providing more accurate information about the number of failures. 
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I. INTRODUCTION 

Failure data is important to the life-cycle management of any complex system, such 

as aircraft, ships, combat vehicles, or any other defense system. It provides decision makers 

with useful information about system reliability, availability, and maintainability. This 

kind of information has become of great importance as a mission’s success is highly 

dependent on the correct functioning of the defense systems. Moreover, a cost component 

is involved in system support. Adequate management of these system characteristics—

reliability, availability, and maintainability—can reduce maintenance costs and provide 

information to managers to make the labor force and resources available when needed and 

in the required quantity. 

The utilization of failure data by managers can provide significant insights, but it 

is imperative to exercise caution in its application to avoid adverse consequences. 

Engineers entrusted with the responsibility of conducting analyses based on such data must 

exercise diligence in evaluating the reliability of the source on which they rely. Moreover, 

they must exercise critical thinking skills to ensure that the data analyzed accurately reflects 

the intended meaning to facilitate informed decision making. For instance, there is a 

common misperception that preventive maintenance is a system failure because the system 

must be shut down during the procedure. The improper use of data could create the false 

idea that a system is more dependable than it actually is, jeopardizing the mission or even 

the safety of the individuals who rely on it. Alternatively, it could create the misperception 

that a system is unreliable, running up unnecessary maintenance costs and time spent 

preventing failure. 

Selecting the correct data to examine a system’s features begins with the failure 

log. The system’s maintainers must have the discipline to record each system failure and 

activity accurately. This takes time and involves strengthening the institutional culture. 

Occasionally, the requirement for a ready airplane or ship can outweigh the significance of 

appropriately documenting a failure, resulting in forms being filled out in minimal detail 

to comply with the established protocols. Consequently, engineers are compelled to 
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implement a data-filtering technique due to a lack of confidence in the data caused by 

insufficient or incorrect information in a failure entry. 

In the Brazilian Air Force (BrAF), it has been noted that failure records are not 

flawless. Hence, the time consuming process of data filtering accounts for most of any 

analysis using failure data. In the presentation of their work, Sousa et al. (2022) estimated 

that 50% of their effort was spent preprocessing the data necessary to conduct a reliability 

analysis on a model of a BrAF attack aircraft. The primary objective of this study is to 

provide an overview of the knowledge and skills required to apply machine learning to 

enhance the present time-consuming techniques for processing failure data. This study 

demonstrates that machine learning may boost the speed and quality of extracting 

meaningful information from the BrAF database. 

A. BACKGROUND 

The BrAF is the most significant Air Force in South America (Janes, 2022). The 

primary responsibilities of this branch of the Armed Forces are the defense of national 

airspace, aid in the air transport of Brazilian Navy and Army personnel, and support of 

anti-drug missions in peripheral areas. According to Flight International (2023) more than 

500 aircraft are active to accomplish the tasks just mentioned. These assets include fixed 

and rotary wing models with various goals, including fighter, multirole (light strike/

reconnaissance), light attack, transport, tanker, patrol, and others (Brazilian Minister of 

Defense, 2012). 

In terms of personnel, the Transparency Portal of the Brazilian Government (Brazil, 

General Controllership of the Union, 2023) indicates that the BrAF has an active force of 

70,550 people. Its crew is regarded as one of South America’s most professional and well-

trained. In addition, compared with its regional peers, it is at the forefront of technological 

advancements and regional integration (Janes, 2022). 

The estimated budget for 2023 is approximately US$5.0 billion, representing about 

25% of the Brazilian defense budget (Janes, 2022). The most considerable portion of this 

budget is spent on personnel. The current economic situation has obligated the country to 

cut expenses in other areas, such as procurement and research, development, test, and 
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evaluation (RDT&E) (Janes, 2022). Considering that a significant portion of the Brazilian 

defense budget is allocated to personnel expenses, and in light of the necessity to reduce 

costs, any savings in personnel time are highly valuable. 

The force has distributed aircraft in squadrons spread all over the country to 

accomplish its mission. Figure 1 shows a map of Brazil with the location of each BrAF 

squadron. 

 
Figure 1. BrAF squadrons. Adapted from Forca Aerea Brasileira (n.d.). 

In addition to the units depicted on the map, there are two training squadrons where 

cadets are taught to become pilots. They are located at the Brazilian Air Force Academy in 

Sao Paulo state, which is indicated by the blue point within the IV COMAR zone seen in 

the map in Figure 1. Those training squadrons accommodate the aircraft training models 

of the Brazilian Air Force. 
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The base location of each squadron is where the aircraft receive first and second-

echelon maintenance service or repair, and any first logistics support needed. The third-

echelon maintenance service or repair is done in three depots located, respectively, in Sao 

Paulo, Rio de Janeiro, and Lagoa Santa; the former is situated near the blue point within 

the IV COMAR zone, and the last two are located, respectively, near the red and green 

points in the III COMAR zone seen on the map in Figure 1. These are the most likely 

locations where BrAF fleet failure data are recorded. 

The primary source of failure data for engineers in the preceding context is the 

BrAF material management system, called the Integrated Logistics System for Material 

and Services (SILOMS). In this computerized data system, the maintainers must fill out a 

report each time a failure is detected; this report is called a Defect Data Collection Form 

(FCDD). This report has essential information regarding the failure, such as the date, the 

system’s operation hours, and a description of the failure. 

The failure data registration process in the BrAF needs to deal with some important 

issues. One of the problems related to the process is that some of the failure reports 

registered are not associated with real failures; for example, sometimes the maintainer 

needs to create an FCDD due to items that must be replaced because they have reached the 

Time Between Overhauls (TBO). Therefore, this cannot be considered a failure. To provide 

the correct information, engineers in the BrAF spend time analyzing and processing the 

failure data to make it reliable. The consequence is that gathering accurate information 

from the failure data available is time consuming. With that in mind, Silva et al. (2021) 

proposed a machine-learning approach to separate actual failure data from failure reports 

wrongly inserted into the Brazilian Air Force database. They used failure data from a single 

aircraft model from 2018 and 2019 (Silva et al., 2021). This research applies the machine-

learning approach across a more extensive time range and analyzes failure data from 

additional aircraft models. Finally, this research explores the feasibility of the application 

of the model beyond the scope in which it was first tested. 

In addition, through a document that determined its science, technology, and 

innovation policy, the BrAF directed the Air Force Institute of Logistics (ILA) to develop 

research in the following broad area: the use of artificial intelligence in aircraft fleet 
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maintenance planning (Brazilian Air Force [BrAF], 2021). ILA provides logistics 

consultancy for the entire branch in various aspects, mainly concerning material support to 

the fleet. Thus, this task reveals the BrAF’s concern for developing such capability within 

its military personnel. 

B. RELIABILITY-CENTERED MAINTENANCE 

As with any other aircraft operator, especially the military ones, the BrAF is always 

expected to achieve high levels of fleet readiness to be able to fulfill its planning of air 

missions. Readiness means that the system or equipment is ready to perform a task. This 

concept is intrinsically related to the concept of reliability. Reliability is the probability of 

a system or equipment satisfactorily performing the task assigned and to function with no 

failures during a specific period. In other words, like any other operator, the BrAF wants 

its equipment ready to accomplish the mission as much as possible. 

Considering that the BrAF operates 24 hours, every day of the year, it is not feasible 

to achieve an aircraft availability of 100%. Any equipment demands at least preventive 

maintenance to operate safely and therefore be able to carry out the missions. Thus, there 

will be some time when the system will not be ready to use, as it will be subject to repair 

or preventive maintenance, which reduces its availability. In the case of aircraft, safety is 

critical because failure can risk lives and generate high economic losses. 

The commercial aviation industry is similar. Companies, in general, expect high 

availability; however, they still must be concerned with safety. The Reliability Centered 

Maintenance (RCM) methodology was developed in this context. Its aim is to identify 

maintenance activities that can be performed on a predetermined schedule to prevent 

unexpected and premature failures, which consequently enhances overall system reliability 

and availability (Jones, 2006). Using this methodology, engineers started to view the 

maintenance issue systematically instead of analyzing each subcomponent of the system. 

According to Jones (2006), a number of studies were conducted to determine the most 

effective approach for achieving the aforementioned objective. The outcome of these 

studies was a document known as Maintenance Steering Group 3 (MSG-3), which provides 

guidance on how to formulate a maintenance program for any asset, such as an aircraft.  
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This is the current methodology used to build the maintenance program of new 

aircraft developed by the industry. This top-down approach to the system was developed 

in the 1980s to attend to the growing expectations of system maintenance, such as a better 

cost-benefit, higher readiness and reliability, and concerns about safety (Moubray, 1997). 

MSG-3 provides a logic tree similar to the one shown in Figure 2 to build 

maintenance programs. In this methodology, the engineers must list all possible failure 

modes of the system. After that, the consequences of the failure modes must be analyzed 

and classified. After analyzing the information, the engineers can specify the recommended 

preventive maintenance, or they can decide to change the design to prevent its occurrence 

(Jones, 2006). 

 
Figure 2. RCM decision diagram. Source: Jones (2006). 

According to Moubray (1997), using this methodology has many positive 

consequences, including increased safety operations, enhanced performance, a more 

favorable maintenance cost-benefit ratio, and longer functional life for the system. 
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C. RCM IN THE BRAZILIAN AIR FORCE 

In the BrAF, these concepts became especially important after the release of the Air 

Force Command Manual 400–15 (MCA 400–15) in 2006. This directive introduced the 

RCM concept and provided a guide to applying this methodology in the BrAF’s 

departments. The MCA 400–15 initially provides a guide on establishing and managing 

the RCM program within the BrAF; then, it explains the RCM analysis process in detail, 

as summarized in the last section. It goes deeper still, explaining how to collect and process 

the failure data and how to apply this knowledge to reliability analysis, introducing the 

concepts of reliability function, failure rate function, statistical distributions, confidence 

intervals, probability density function, and accumulated probability density function. In 

summary, this directive was what the engineers needed to start looking into the reliability 

analysis in an official and formal way. 

Beyond the RCM application scope, engineers responsible for the fleet 

supportability in BrAF also use reliability analysis in other specific applications, such as 

level of repair analysis, definition of spare parts inventory quantity, safety analysis, and 

decisions to prolong the use of a component beyond the time defined by the manufacturer, 

among others. However, as this directive states, any prediction validity is related to the 

quality and accuracy of the provided data. Reliable data, paired with an adequate model, 

frequently results in solid forecasts. Wrong predictions are usually the result of inaccurate 

or insufficient data. 

The MCA 400–15 dedicates a section exclusively talking about data preprocessing. 

It does not detail how to do this procedure but emphasizes that the data must pass through 

a “cleaning” routine to ensure data quality (BrAF, 2006a). According to the directive, this 

procedure verifies the consistency and accuracy of the data to be utilized in the statistical 

analysis. Even though the procedure is not detailed in the publication, it is extensively 

reported by military engineers in their reliability analyses. Silva (2012), Vieira, (2016b), 

Filho and Martins (2016), and Sousa et al. (2022) took similar procedures for filtering and 

processing data to perform reliability analysis over different aircraft models. It was 

observed that one of the steps includes individually analyzing each failure report to verify 

whether it is a real failure or not, based on the description of the failure. Thus, an automated 
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process using machine learning would greatly benefit the implementation of this 

methodology, mainly regarding time savings (Silva et al., 2021). 

Overall, it has been noticed that machine-learning techniques bring novel 

approaches to reliability analysis. These techniques can extract more precise insights from 

event datasets than can be achieved with conventional analysis techniques (Z. Xu & Saleh, 

2021). Some of these techniques use past data to learn a pattern and try to predict the future 

(Chauhan & Bahal, 2020). In the case of analysis, the program uses processed data to learn 

and apply the same pattern to filter a new dataset. Beyond the benefits of reducing the time 

to process the failure data, the assessment of the program built with a broader dataset will 

inspire the application of a novel data-cleansing instrument for use in reliability analysis 

(Silva et al., 2021). 

In conclusion, there is a need to overcome the repetitive process of filtering and 

processing failure data present in the BrAF database. As the process is based on the 

repetition of the identical procedures over different datasets, machine-learning techniques 

have been proven to be an excellent tool to improve and bring novelty to the field for this 

kind of problem. While Silva et al. (2021) proposed and tested their model on a narrow 

dataset, this model must be evaluated against a broader dataset for more extensive use. The 

research analyzes the use of this model on different aircraft models and compares the 

results to the ones achieved by Silva et al. (2021) in their work. In summary, this research 

aims to provide the BrAF with a tool that could decrease the time needed to preprocess 

failure data and enhance our understanding of how machine-learning techniques could 

improve reliability analysis within the institution. 

D. RESEARCH QUESTIONS 

The current procedure for analyzing failure data in the BrAF can be improved, and 

the present study achieves a method to do this by answering the following questions. 

Primary research question: How can the Brazilian Air Force’s repetitive and time-

consuming data processing procedures be improved using machine-learning techniques 

and their current applications? 
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Secondary research questions: 

1. What is the current procedure to register, store, and manage failure data in 

the BrAF? 

2. What is the current procedure to process the failure data in the BrAF? 

3. What are the theoretical foundations and operational mechanisms of the 

machine-learning techniques implemented in the code under assessment? 

4. What are the current applications of these techniques? 

5. How long does it take to classify the data manually using the current 

procedure? How long does the code take to do the same work? Is there any 

improvement? 

6. Can the results achieved by using the constructed code be considered 

reliable, assuming that the manual classification is correct? 

7. Can the developed code be applied to aircraft models that operate in 

Brazil’s more dispersed regions? Do the diverse ways of registering the 

failure reports throughout the regions of Brazil influence the results 

achieved by the code? 

E. ORGANIZATION OF THE STUDY 

This study begins with this introductory chapter, which provides background about 

the topic and what will be analyzed in the research. The second chapter presents a literature 

review of the pertinent topics starting with data management within the Brazilian Air 

Force, followed by an overview of Python Programming Language and machine-learning 

techniques, and ending with natural language processing. Chapter III provides the study’s 

methodology, including the data sources and approach adopted. In Chapter IV, some 

improvements from this research are highlighted. In Chapter V, the results are presented 

and discussed. Finally, Chapter VI presents the study’s conclusions and possible areas for 

future research. 
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II. LITERATURE REVIEW 

This literature review covers some relevant aspects of the knowledge needed to 

support the research. First, it explains how the BrAF handles its data and later explains the 

importance of the Python programming language and machine learning in the current big 

data environment. Finally, concepts and techniques available to manipulate data using 

machine learning are introduced and explained.  

A. THE BRAZILIAN AIR FORCE RELIABILITY SYSTEM 

In the same year that BrAF released the directive MCA 400–15 introducing the 

RCM concept, the BrAF also released another guideline, Air Force Command Instruction 

400–21 (ICA 400–21), regarding the reliability system. This directive establishes the 

Reliability System Organizational Framework (SISCONF) adopted by the logistics area of 

the Air Force Command. According to this regulation (BrAF, 2006b), the main goal of 

SISCONF is to communicate, encourage, and utilize RCM to enhance preventive 

maintenance programs and improve flight safety, fleet operational capacity, and reduce 

maintenance costs. This document states each BrAF organization’s primary responsibilities 

and roles regarding reliability analysis.  

The BrAF (2006b) defines that SISCONF comprises three main links: central body, 

executive body, and advisory body. The central body’s actions are performed by the 

Directorate of Air Force Materiel (DIRMAB), which is responsible for the regulation and 

management of the system. The executive body’s actions are accomplished by the materiel 

depots, which are responsible for the management and execution of the tasks listed for the 

system. The advisory body comprises the military personnel performing the first, second, 

and third echelon aircraft maintenance activities, and are responsible for entering the 

maintenance data in SILOMS (BrAF, 2006b). Figure 3 shows this organization’s structure. 
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Figure 3. SISCONF’s links. Adapted from BrAF (2006b). 

According to ICA 400–21, it is the responsibility of the executive body to conduct 

an RCM analysis and monitor the critical components of the fleet systems to verify their 

effectiveness in terms of cost and performance, in light of BrAF’s needs and operational 

conditions. In addition, the same source adds that the executive body is accountable for 

conveying the importance of accurately recording failure data collected during system 

maintenance procedures. The advisory body also has a task that deserves attention, as ICA 

400–21 clearly states that this body is the only one qualified to collect failure data for 

systems and components and register that data in the SILOMS database. Therefore, BrAF 

(2006b) already clarifies the significance of the failure data recording process and creates 

an organizational structure that encourages the completion of reliability studies and the 

implementation of its results to improve the fleet’s operational performance. 

Although the previous documents establish the organizational structure and 

procedures for continuous RCM program management, they do not specify the procedures 

to register the failures. Another institutional document — the MCA 66–7 Maintenance 

Manual: Maintenance Doctrine, Processes, and Documentation (BrAF, 2017) — covers all 

aspects of maintenance within the BrAF, including the documentation of failures. 

However, what is of interest to this research is the section that explains the FCDD. The 
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FCDD is the form in which the advisory body registers the failures and stores that 

information in the SILOMS database. According to MCA 66–7, this document 

standardizes fleet failure identification, emission, and register control. It must be filled out 

in the event of a failure, any occurrence that caused damage or malfunction, or any 

noncompliance observed in a system’s operation. In MCA 66–7 (BrAF, 2017) each field 

is described in full. According to this document, FCDD forms must be digitally filled out 

in the SILOMS system, or by physically printing the form and doing it manually. Figures 

4 and 5 show a blank FCDD form. 

  
Figure 4. FCDD form front. Adapted from BrAF (2017). 
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Figure 5. FCDD form back. Adapted from BrAF (2017). 

The FCCD form has 65 fields to fill in, divided into ten sections. The sections are: 

1. Identification (Identificação): this section provides information about the 

organization that registered the form. 

2. Occurrence (Ocorrência): this gives the date and time that the defect 

occurred. 
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3. Defective Item (Item Defeituoso): this is the main section of the form, 

which gives all details about the defective item; this is the section on 

which this study focuses most. 

4. Part Number Last High Assembly (PN LHA): usually, this section 

identifies the aircraft that was affected by the failure that is being 

recorded. 

5. Part Number High Assembly (PN CJM): usually, this section identifies the 

system that was affected by the failure that is being recorded, for example: 

the engine, the landing gear, propellers, etc. 

6. Mission (Dados da Missão): this section details information about the 

mission that was being accomplished. 

7. Workshop Repair Analysis (Análise da Oficina): the workshop repair 

comments about the failure are detailed in this section. 

8. Engineering Recommendation (Parecer Engenharia): this is a conclusion 

about the failure given by the engineers. 

9. Armament Material Data (Dados do Bélico): if the item is an armament 

material, it has some specificities, and this section is specifically included 

to add this kind of information. 

10. How Malfunctioned Code Defect (Defeito HMC): this field presents a 

code that represents how the failure occurred. 

Additionally, MCA 66–7 provides a list of sample cases in which an FCDD should 

be recorded. Among a list of nine cases, two deserve a comment because they are not 

directly related to failure cases. The first is for an item that has had its maintenance program 

modified, which must be sent to the material depot. The second is related to items suspected 

of being part of an accident. Both cases do not involve failures, and the insertion of these 

forms in the SILOMS database distorts the data. Therefore, even if all the written 

instructions were followed, the data would still have to be cleaned and filtered to be 

accurately analyzed. 
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Every day several failures occur in the BrAF fleet. Each failure initiates an FCDD. 

The FCDD form is filled out and electronically stored in the SILOMS database. This 

database provides the data that engineers need to do reliability analysis. To manage the 

data and perform statistical analyses, the engineers download a .csv (comma-separated 

value) spreadsheet containing the entire FCDD in a single document row. Therefore, each 

row of the document holds a failure record. Each column holds a field of the FCDD. Figure 

6 displays an example of a FCDD spreadsheet screenshot. 

 
Figure 6. Illustrative representation of an FCDD spreadsheet. 

In conclusion, the BrAF has an established reliability system that supports the 

engineers in their duties. This system is formally structured by many official documents 

with detailed instructions about performing the steps to pursue better system performance 

outcomes. There are directions on how the failure data is recorded, stored, and managed. 

However, even if the instructions are properly followed, it is still necessary to clean the 

failure data before using it for statistical analysis. 

B. FAILURE DATA PREPROCESSING PROCEDURE IN THE BRAZILIAN 
AIR FORCE 

Any reliability work needs relevant data that must come from a reliable resource. 

In addition, analysts should always ensure that the information can serve its purpose in the 
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particular context, according to the theory used for analysis. In the previous section, it was 

shown that MCA 66–7 lists two cases in which a FCDD should be recorded, but which do 

not represent the occurrence of a failure. In addition, errors are inherent in humans 

observation of phenomena (Sousa et al., 2022). Therefore, knowing how the BrAF 

engineers preprocess the failure data used in their reliability analysis is crucial. 

The important concept of complete and incomplete failure data must be introduced 

here as the proposed mathematical models are based on both to predict system behavior. 

For reliability analysis, the data of interest is usually the time until system failure. The best 

way to gather this information is through field data collection. It should also be noted that 

when collecting data in the field, it is common to observe systems that do not fail. On an 

aircraft, for instance, the pilot may observe a malfunction in the air conditioning system 

while other subsystems, such as the engine and the leading gear, remain in excellent 

working condition. The flight times of these other subsystems are also useful statistics for 

reliability analysis. Hence, the system’s life data can be categorized either as complete data 

when a failure was observed during field collection, or as incomplete data when the system 

was still operating at the time of data collection (BrAF, 2006a). Incomplete data can also 

arise in situations where a system needs to undergo preventive maintenance, such as a 

comprehensive overhaul, which requires the system to be temporarily shut down. In such 

cases, we may have information about the total operational time of the system but lack 

precise details about the exact time of failure, because the system was shut down before its 

failure. 

The aforementioned concepts are depicted in Figure 7, wherein complete data is 

represented by items A, C, and D, while incomplete data is exhibited by items B and E. 

The reason for such incompleteness is attributed to the fact that these items did not fail 

during the observation period. In order to provide a clearer interpretation of Figure 7, it is 

useful to consider each letter as representing a fuel pump sample undergoing a test for a 

span of ttest hours. All the samples initiate the test together at time zero. According to the 

graph, pump D was the first to fail; it resisted for tD hours. Pumps A and C lasted longer in 

the test, for tA and tC hours, respectively. Pumps B and E completed the test entirely, and it 

is not known how many more hours they would run until failing. Therefore, data for pumps 
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A, C, and D is, respectively, tA, tD, and tC. The data for pumps B and E is ttest; however, it 

is incomplete because even though the test ended, the pumps are still working. According 

to Reid (2022), those items have right-censored data, where their failure time is unknown, 

but it is known for how long the item has been running with no failures. 

 
Figure 7. Representation of complete and incomplete failure data for 

hypothetical pumps. Adapted from BrAF (2006a). 

In order to verify how the BrAF engineers preprocess the failure data, 14 reliability 

reports were analyzed. Among these reports, two of them—Vieira (2015b) and Vieira 

(2015c)—had no evidence of preprocessing the failure data; instead, they used the data as 

it was collected. The analyst did not use the SILOMS database in those reports as a 

resource. The source was data collected and kept by individuals and not shared in the 

database. 

Vieira (2019), Sousa (2020), Sousa (2021), and Sousa et al. (2022) did not specify 

what the criteria were for filtering the failure data. However, they clarified that some filter 

and pre-analysis of the data was performed before using that data to build the reliability 

models. 

The most common reason reported for invalidating the data from SILOMS was the 

occurrence of preventive maintenance. Vieira (2016a), Cavalcante and Ferreira (2015), 

Silva (2012), Filho and Martins (2016), Chaves (2020), and Silva et al. (2021) needed 
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complete data to perform their analysis. Therefore, they removed any data whose 

descriptions in the FCDD were related to preventive maintenance, for example, a 

description saying that the item had achieved its time between overhauls (TBO). However, 

it is essential to note that some engineers still use incomplete data in their analysis. Thus, 

whether or not incomplete data is used depends on the analyst’s goal. 

Another reason to invalidate an FCDD is duplication of the same failure. In the 

BrAF database, it is common to find more than one FCDD related to the same item on the 

same day; this is evidence that a failure was recorded in duplicate. Vieira (2016a), Filho 

and Martins (2016), Chaves (2020), and Silva et al. (2021) clearly express this as one of 

the steps they used to filter their data. 

Vieira (2016a), Filho and Martins (2016), and Silva et al. (2021) also report a poor 

description of the failure as a motive to invalidate a recorded failure. These authors noted 

that some descriptions do not clarify whether a failure occurred or not. An example of this 

would be that the component was described as needing to be replaced, but the description 

did not specify why. During the recording process, maintainers should be more precise 

about the reason for the replacement. It might be to support another aircraft, for instance, 

or because the item was not functioning properly. In addition, Vieira (2016a) and Chaves 

(2020) claim that one description indicated that the FCDD was registered because a 

particular item needed to be swapped between aircraft, which had no connection to failure. 

This is a common practice, known as cannibalization, which is used in maintenance to 

enable an asset to return to service. Jacobs (2000) defines cannibalization as “removing a 

serviceable component from one aircraft and installing it in another aircraft to restore it to 

a serviceable condition” (p. 17). It is not unusual to find FCDD discrepancy descriptions 

that describe a cannibalization situation. 

A last example of invalid FCDDs found in the reports was an item or component 

that experienced two consecutive failures within a short period or in no operating time at 

all. Vieira (2015a) and Vieira (2016a) considered such cases as “infant mortality,” and 

according to the hypothesis he employed, this data should have been discarded in his 

studies. 
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In conclusion, the reasons why the engineers in BrAF invalidate some FCDDs in 

their analysis are many, and it depends on the goal of each analysis. It is also clear that the 

FCDDs are not filled out according to the instructions in effect. The need to filter data is 

unquestionable. However, the parameters and criteria for how it should be done is a gray 

area that must be assessed case by case. 

C. PYTHON PROGRAMMING LANGUAGE 

Python is a programming language that has gained much popularity over the past 

years and its use is continuously growing. One of the reasons for its wide acceptance is that 

Python is a high-level programming language, which means that the way it is written is 

readable for humans; therefore, it is easier to learn and read others’ code written in Python 

than in other programming languages. Another reason Python is gaining popularity is the 

high availability of its packages. Hence, it is common to find Python used in many fields, 

from biology and education to data mining and engineering. 

Python has an extensive list of applications across many fields. According to 

Welcome to Python.org (2023), this language has third-party modules for web and internet 

development, scientific and numeric computing, education, software development, and 

business applications, and it supports a desktop Graphical User interface (GUI). 

Stack Overflow, a traditional website where enthusiasts of programming share 

questions and answers about the subject, serves as an indicator of how widely used each 

programming language is worldwide. As shown in Figure 8, since 2017 most of the 

question views in Stack Overflow have been related to Python. In addition, from the year 

2016 to the year 2017, Python experienced a growth of 27% in the share of traffic 

(Robinson, 2017), much higher than the other prominent programming languages such as 

Javascript and Java, which experienced an almost null growth. Thus, Python is the only 

one considered large and growing rapidly.  

This rapid growth seen in Figure 8 is closely related to the importance and 

application of artificial intelligence. Earlier, machines and computers were employed just 

to execute computations at an extremely high rate. However, now countless researchers 

and large corporations are working tirelessly to develop intelligent systems capable of 
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completing jobs typically performed by humans, using the same machines and computers 

and their high capacity to execute repetitive tasks (Zestminds, 2022). 

 
Figure 8. Question views in Stack Overflow. Source: Robinson (2017). 

Data-Driven Decision Making, which refers to basing a decision on data analysis 

rather than the pure knowledge of an individual (Provost & Fawcett, 2013), has recently 

gained much attention. Nowadays, the number of decisions and the velocity at which they 

must be made is increasing, and companies must be proactive to thrive in the market. 

Therefore, decision makers are transferring this task to automated systems that can 

complete the task more efficiently. Figure 9 illustrates this process by which data science 

Acquisition Research Program 
Department of Defense Management 
Naval Postgraduate School 

21



techniques are used to collect data and transform it into useful information spread across 

the company. 

 
Figure 9. Data-driven decision-making process. 

Source: Provost and Fawcett (2013). 

The Python programming language has become especially important in this process 

because it has several libraries capable of handling each part of the process. For data 

processing, the “numpy” and “pandas” modules provide efficient ways to manipulate 

numeric data, such as math operations. The scikit-learn module contains extensive 

applications of machine-learning techniques, which drive automated decisions. It is also 

important to note the matplotlib, a module that can build stationary, dynamic, and 

collaborative charts, which makes the numbers easy to understand. 

Numerous studies have utilized this language to develop their discoveries. In the 

logistics field, Custard et al. (2016) used Python to compare backorders and excessive stock 

in their study to reduce the repairable pieces in a naval aviation depot; Rundong (2020) 

built models to evaluate the reliability, operation, and maintenance performance of 

autonomous guided vehicles in various circumstances; and Iwata and Mavris (2013) 

created a virtual environment to simulate operation and logistics support for future systems 
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developments. Therefore, the use of the language is extensive and varies in complexity. In 

the cited examples, Python has been used for everything from basic table comparisons to 

highly complicated simulations of whole environments. 

This section has presented evidence of the rising popularity of Python in the 

domains of machine learning and artificial intelligence. Consequently, this language was 

the ideal tool to incorporate machine-learning techniques in the automated classification of 

failure data from the BrAF database. Additionally, it is important to note that the fields of 

artificial intelligence (AI) and Machine-learning (ML) are still in the process of being 

disseminated and established within the BrAF. Therefore, the convenience of Python 

compared to other programming languages makes it a more accessible option for novice 

users, whom the BrAF apparently aims to develop, as was demonstrated in its document 

that determined its science, technology, and innovation policy (BrAF, 2021). 

D. MACHINE LEARNING 

In order to elucidate the various techniques utilized to construct the data 

classification model, it is essential to understand the fundamental principles of ML. 

Although each technique adopts distinct approaches to accomplish the overarching goal of 

ML, they are all grounded in the same objective. Thus, the subsequent paragraphs delve 

deeper into the field of ML to provide a comprehensive understanding of the developed 

model’s foundations. 

According to Zhou (2021), the ML process can be comparable to human predictions 

about routine experiences. It is commonly observed that a clear, starry night is often 

followed by a pleasant weather day. The explanation for that comes from past experience. 

A clear night in the current day is frequently followed by a day with beautiful weather. A 

similar process occurs with computers. However, in this case, past experience comes from 

data. Therefore, ML refers to the process of building models from past data, which can 

predict future behaviors on new observations (Zhou, 2021). 

Centric Consulting (2019) describes the ML process as a sequence of steps. 

Initially, data is collected, and subsequently cleaned and partitioned into two distinct sets, 

namely the training set and the testing set. A model is then constructed and evaluated 
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utilizing the aforementioned datasets. Upon successful completion of this stage, the model 

is implemented and employed to predict new observations using an independent set of new 

data. After deploying the model and getting user feedback, the developer can improve the 

model by adding other data elements or changing the prior technique chosen. Figure 10 

illustrates this process. 

 
Figure 10. Machine-learning process. Source: Centric Consulting (2019). 

There are three categories of ML: supervised, unsupervised, and reinforcement 

learning. In supervised learning, past inputs and their related outputs are provided to the 

system. This sort of learning is mainly utilized to match inputs with desired outcomes 

(Akbari & Do, 2021). The failure data classification process falls into this category. In 

contrast, unsupervised learning does not rely on previous knowledge of inputs and 

outcomes; instead, it combines comparable data inputs and calculates their density and 

probability (Akbari & Do, 2021). An example of unsupervised learning is companies’ use 

of customer data to predict their customers’ consumption behavior. Reinforcement learning 

uses an algorithm that evolves and adapts during the learning process in an effort to 

improve conventional approaches (Akbari & Do, 2021). A current application of this 

method is the recommendation systems that online retail shops use; based on the rating of 

other customers, the systems recommend a specific product brand. Examples of each of 

these ML techniques are presented in Figure 11. 
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Figure 11. Machine-learning categories. Source: Akbari and Do (2021). 

Many techniques can be used to build models. Each approach has its unique 

characteristics and is best suited based on the available data and the problem to be solved. 

The scikit-learn Python module website (Pedregosa et al., 2011) provides users a cheat 

sheet that guides data scientists in their choice of technique, as presented in Figure 12. 

 
Figure 12. A cheat sheet for choosing the best machine-learning approach. 

Source: Pedregosa et al. (2011). 

Acquisition Research Program 
Department of Defense Management 
Naval Postgraduate School 

25



As illustrated in Figure 12, many techniques apply to each objective depending on 

the data processing goal. The figure shows four main domains that analysts could predict 

from data. The analysts could classify, cluster, predict a number (represented in the 

regression area), or reduce the number of features or variables in a dataset while retaining 

as much information as possible, as demonstrated in Figure 12 by Pedregosa et al. (2011). 

Thus, before applying ML, it must be clear what the analyst’s goal is. 

Based on these four domains and the three categories of ML previously presented, 

it is possible to identify machine-learning applications within the BrAF context beyond the 

spectrum analyzed in this study. In their literature review, for example, Akbari and Do 

(2021) found that between 1994 and 2019, 86% of studies related to the application of ML 

in Logistics and Supply Chain Management were about predictions and optimizations. 

Therefore, any problem that involves prediction or optimization and has available data (at 

least 50 samples), based on the scikit-learn cheat sheet, are good candidates for the ML 

processes applications. 

Some of the most common ML techniques used are Artificial Neural Networks, K-

Means Clustering, Decision Trees, algorithms for reducing the number of dimensions, K-

Nearest Neighbors, Linear Regression, Support Vector Machines, Naive Bayes Classifiers, 

Random Forests, and Logistic Regression (Akbari & Do, 2021). The model built by Silva 

et al. (2021) used the last four techniques cited and another one called LightGBM. 

These five techniques, plus the technique of K-Nearest Neighbors (KNN) are 

further explained and explored in the following subsections. These are the techniques most 

commonly used in classification problems (Do, 2022; Keita, 2022; Ray, 2017; Wolff, 

2020), and this is the reason why they were considered to develop the model in this study. 

Future studies should exploit other techniques to provide additional possible applications 

within the BrAF context. 

1. Logistic Regression 

In a classification problem, the objective is to predict a qualitative condition, unlike 

models where the goal is to predict a numerical quantity. For instance, when an airplane 

exhibits malfunctions and is sent to the hangar, the mechanics may predict the issue based 
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on the description of the event. Logistic regression is one of the options available to address 

such classification problems. 

During the latter part of the 20th century, logistic regression has received significant 

attention as an effective method for analyzing a response variable with two possible 

outcomes (Peterson, 1998). Mehrjoo and Bashiri (2013) observed that binary logistic 

regression is commonly used when the response variable has two possible outcomes, and 

the predictor variables can be either categorical or continuous. Therefore, it is mainly used 

in applications where the expected answer is “Yes” or “No” or binary responses “1” or “0.” 

According to James et al. (2021), the method is based on the logistic function given 

by the following formula. 

𝑝𝑝(𝑥𝑥) =  
𝑒𝑒𝛽𝛽0+𝛽𝛽1𝑥𝑥

1 + 𝑒𝑒𝛽𝛽0+𝛽𝛽1𝑥𝑥
 

Following mathematical manipulation, the aforementioned expression can be reformulated 

as the following equation (James et al., 2021): 

log�
𝑝𝑝(𝑥𝑥)

1 − 𝑝𝑝(𝑥𝑥)� = 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥 

When the prediction p(x) is based on more than one variable X, it is called Multiple Logistic 

Regression, and the formula becomes the following (James et al., 2021). 

log�
𝑝𝑝(𝑋𝑋)

1 − 𝑝𝑝(𝑋𝑋)� = 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋1 + ⋯+ 𝛽𝛽𝑃𝑃𝑋𝑋𝑃𝑃 

These equations are the basis for performing a logistic regression and building a 

model, aiming to predict the probability value of p(x), which will be given by a number 

between 0 and 1. Therefore, the closer the probability is to “0” the outcome is classified in 

one category, and the closer the probability is to “1” the outcome is classified in the other 

category. The challenge is to find the values of parameters β, which is done by the scikit-

learn module in Python based on the Maximum Likelihood theory, which is beyond the 

scope of this study. More details about this subject can be found in James et al. (2021). 
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To illustrate the difference between linear and logistic regression, James et al. 

(2021) applied both theories to a dataset in which they tried to predict the probability of 

default in a bank based on the customers’ account balances. In this case, the answer is 

binary; either the customer will be in default (“Yes”), or the customer will not be in default 

(“No”). This is a classification problem, and therefore, logistic regression is more 

appropriate in this case. Figure 13 shows the models created based on both regressions. On 

the left is the linear regression; on the right is the logistic regression. The models are the 

curves in blue, and the original data are plotted in yellow. It can be seen that the logistic 

regression fits the data better. 

 
Figure 13. Comparison between linear and logistics regressions. Source: 

James et al. (2021, p. 133). 

The use of logistic regression is extensive and not new. Peterson (1998) explained 

studies from 1992 using this method. In addition, he stated that the increased use of the 

technique began in the 1960s. In his work, he used the theory to classify patients as diabetic 

or not diabetic based on blood measures. Additionally, he use a similar approach to verify 

if there was a spread of cancer in prostate cancer-diagnosed patients based on medical 

examinations. Talpová (2014) reported on studies in biomedical research, ecology, finance, 

educational research, and meteorology. She discussed the potential use of the methodology, 

particularly in management research. Similarly, Keizers et al. (2003) documented studies 

in management research in 1996 that used logistic regression to determine whether a 
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project would be delivered on time based on the project’s characteristics. Mehrjoo and 

Bashiri (2013) developed a model using the technique to predict if it would be possible to 

complete a daily vehicle production plan based on production characteristics like vehicle 

color, inventory available, and type of vehicle, among others. They achieved good results 

in predictions for an Indian automotive company. In conclusion, the method’s effectiveness 

has been demonstrated in various sectors and in a reasonable time frame. 

2. Support Vector Classifier 

The Support Vector Machine (SVM), a tool created by computer scientists in the 

1990s, is used to categorize data, and it has become increasingly popular ever since. SVM 

performs well when the data groups are complicatedly intertwined, and it can be utilized 

in diverse areas to gain insights from vast quantities of data. While SVM is a more general 

algorithm that can be used for both classification and regression tasks, Support Vector 

Classifier (SVC) is a specific type of SVM just for classification tasks. According to Ma et 

al. (2020), SVC is widely recognized and efficient when classifying text. Therefore, this 

tool would be a good candidate for the problem being studied as it will deal with some 

failure discrepancy descriptions. 

Basically, SVC separates data by a hyperplane in a multidimensional space. A 

hyperplane is a subspace of a space that is one dimension lower than the number of 

dimensions in the multidimensional space being considered (James et al., 2021). For 

example, in a plane, which has two dimensions, a hyperplane would be a line that has just 

one dimension. On the left side of Figure 14, the hyperplane line in black separates datasets 

into two regions, blue and pink. If data falls in the blue region, it is classified according to 

this region. Otherwise, if data falls in the pink region, it receives another classification. The 

issue lies in the existence of multiple hyperplanes capable of effectively segregating the 

data, as illustrated on the right side of Figure 14. However, this scenario results in the 

emergence of divergent regions, leading to the disparate classification of certain data 

points. 
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Figure 14. A hyperplane in a two-dimensional space. Adapted from James et 

al. (2021, p. 370). 

James et al. (2021) affirmed that a natural choice to solve this problem was to find 

a hyperplane that maximizes the distance between the hyperplane and the nearest points, 

which the authors referred to as the “optimal separating hyperplane.” By definition, the 

distance between a point and a plane is given by the length of the vector that links the point 

and the plane with a 90-degree angle. These vectors, illustrated in Figure 15, are called the 

support vectors and originate the technique’s name. 

 
Figure 15. Illustration of the support vectors. Source: James et al. (2021, p. 

372). 
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The model built with an SVC tool still permits some kind of error; in other words, 

it permits some training data points to fall into a gray area of the space or even on the wrong 

classification side. Figure 16 illustrates this process; on the left side, data numbers 1 and 8 

are in the gray area; on the right side, data numbers 1, 11, and 8 are in the gray area, and 

data number 12 is on the wrong side. This margin must be set, increasing the model’s 

resilience to specific data points and an improved categorization of most training data 

(James et al., 2021). 

 
Figure 16. Support Vector Classifier and its margins. Source: James et al. 

(2021, p. 376). 

The SVC model is an equation of this hyperplane, correlating the predictors to the 

prediction. The mathematics to find this equation is beyond the scope of this study, but it 

is well explained by James et al. (2021), and it will be performed in the scikit-learn module 

in the Python programming language. 

SVC assumes a linear correlation to build the hyperplane equation. In contrast, 

SVM assumes more complex correlations, and the hyperplane definitions and boundaries 

can assume any format, not just the linear one. Some applications of the SVM method are 

illustrated in Figure 17. 
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Figure 17. Support Vector Machine examples. Source: James et al. (2021, p. 

383). 

The applications of SVC and SVM are extensive. Fernandez-Grandon et al. (2021) 

employed SVM using chest X-ray images to identify whether patients had COVID-19, 

pneumonia, or healthy lungs. Shamohammadi et al. (2023) used GPS information to build 

an SVM model to identify a population’s primary transport mode (car, train, bus, bicycle, 

or foot) for better public transportation planning. Ma et al. (2020) compared the 

performances of SVM and Naïve Bayes Classifier techniques in classifying e-mails as 

spam. Abedini et al. (2019) used the technique to check how susceptible an area is to 

landslides. In their study, Zhao et al. (2021) used SVM to classify suppliers’ credibility. In 

a more complex application, Hua and Zhang (2006), Y. Li and Li (2019), and R. Li et al. 

(2021) used the technique to predict the demand for different products. These examples 

show how broadly applicable and practical this tool can be. 

3. Multinomial Naïve Bayes Classifier 

Naïve Bayes Classifier (NBC) is another machine-learning technique for building 

models to perform qualitative predictions. This classifier is based on Bayes’ theorem, 

which expresses the probability of an event happening given the previous occurrence of 

another event. Denoting P(A) the occurrence probability of an event A, and P(A|B) the 

probability occurrence of event A given that event B had already occurred, the Bayes 

Theorem can be written as the following formula. 

𝑃𝑃(𝐴𝐴|𝐵𝐵) =
𝑃𝑃(𝐵𝐵|𝐴𝐴) ∗  𝑃𝑃(𝐴𝐴)

𝑃𝑃(𝐵𝐵)
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As with any other classifier, the goal is to identify to which class C a given data Y 

belongs, given a set of attributes X that this data has. According to Bayes’ theorem: 

𝑃𝑃(𝐶𝐶|𝑋𝑋) =
𝑃𝑃(𝑋𝑋|𝐶𝐶) ∗  𝑃𝑃(𝐶𝐶)

𝑃𝑃(𝑋𝑋)
 

P(X) can be disregarded in this context because it is the same for all classes. This means 

that it does not impact the relative probabilities of those classes. Therefore, it is noticeable 

that the P(C|X) is directly proportional to the product P(C) * P(X|C). Given that X is an 

array composed of n attributes, if we assume they are independent, the previous product 

can be rewritten as the following (Domingos & Pazzani, 1997). 

𝑃𝑃(𝐶𝐶) ∗  �𝑃𝑃(𝑥𝑥𝑖𝑖|𝐶𝐶)
𝑛𝑛

𝑖𝑖=1

 

According to Domingos and Pazzani (1997), in most cases, it is not possible to 

assume that the attributes are independent given the classes, but this is disregarded. This is 

the reason why the technique has “naive” in its name. Even though the independence 

among the attributes and classifications cannot be assumed in most cases, this classification 

done by NBC is still helpful and can minimize errors in classifying problems (Domingos 

& Pazzani, 1997). Langley et al. (1992) also achieved good results using the Bayes 

Classifier, even disregarding its assumptions. Zhang (2004), in his research, provided a 

possible explanation for these surprisingly good results: in this author’s assessment, the 

dependency relationships may cancel each other when the whole system is considered. 

Finally, from the previous statements, the conditional probability may be rewritten 

as in the following equation (Alsanad, 2022). 

𝑃𝑃(𝐶𝐶|𝑋𝑋) ∝ 𝑃𝑃(𝐶𝐶) ∗  �𝑃𝑃(𝑥𝑥𝑖𝑖|𝐶𝐶)
𝑛𝑛

𝑖𝑖=1

 

The P(C) value is determined from the relative frequency of each class obtained in the 

training dataset (Alsanad, 2022). 
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The remaining question concerns the distribution of the P(xi|C) factors. In the Naïve 

Bayes Multinomial Classifier, it is assumed that this factor follows a multinomial 

distribution. The multinomial distribution is an extended concept of the binomial 

distribution to a more general rule. The binomial distribution has just two outcomes 

(success or failure), whereas the multinomial distribution has as many outcomes as 

necessary depending on the case, each with its own probability. 

In order to find the values of P(xi|C), a parameterized vector is created for each 

possible C class, denoted as θk = {θk1, …, θki}, in which each k represents a different class 

C and i represents the number of attributes. Thus, the parameter θki represents the 

probability P(xi|C) for a given class k. The θki parameters are determined through a 

smoothed variant of maximum likelihood given by the following equation (Alsanad, 2022). 

𝜃𝜃𝑘𝑘𝑘𝑘 =
𝑁𝑁𝑘𝑘𝑘𝑘 + 𝛼𝛼

𝑁𝑁𝑘𝑘 + 𝛼𝛼 ∗ 𝑛𝑛
 

In this equation Nki represents the number of times the attribute i appears in class k, 

and Nk represents the total number of attributes in the class. The parameter α is the 

smoothing parameter. This is needed to avoid divisions by zero in the parameter’s 

calculations and to guarantee that the sum of probabilities for all attributes for a given class 

is one. It assumes a value greater than zero and less than or equal to one (Alsanad, 2022). 

They are calculated using the training dataset in the model building stage. 

Zhang (2004) affirmed that NBC cannot provide an accurate probability estimation; 

thus, its performance for predicting numbers has been proven to lead to errors. However, 

the method shows promising results when it is used for classification. In other words, the 

method is useful for providing information regarding which class a given attribute dataset 

belongs to; however, the method fails if one needs to provide a specific probability value 

(for example, a probability of 0.90 for a certain event). 

Text categorization and sentiment analysis (also known as opinion mining) in 

written comments are often performed using NBC, which is widely chosen for such cases 

over other methods. Dey et al. (2016) compared NBC and other classifying methods to 

categorize movie and hotel reviews. Rahmaningrum and Oktaviana (2020) did similar 
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research to perform a hotel service review sentiment analysis. In another example, Alsanad 

(2022) used the multinomial NBC to perform a sentiment analysis of Arabic language 

speakers’ comments on the Twitter social media platform. Using this method to classify 

the analyzed text data, those researchers achieved good performance metrics. Therefore, 

this is another suitable candidate method to analyze the failure discrepancy descriptions 

data in evidence in this research. 

4. Decision Trees 

The following two remaining techniques to be discussed are specific applications 

of the broader concept of decision trees. Decision trees are a well-known and commonly 

utilized ML approach for both classification and regression issues. As the name implies, 

decision trees utilize a tree-like structure to make decisions according to a set of rules or 

criteria. The tree consists of internal nodes representing assessments of qualities or 

attributes and branches representing their results. James et al. (2021) have stated that 

decision trees may categorize or forecast future instances by recursively scanning the tree’s 

branches depending on the attributes of the input data. One of the primary advantages of 

decision trees is their interpretability since people can easily perceive and comprehend the 

tree structure and decision-making processes. Moreover, decision trees can process both 

qualitative and numeric data and are reasonably quick to train and forecast (James et al., 

2021). Figure 18 is an illustrative decision tree and its representation in a two and in a 

three-dimensional space. 

 
Figure 18. Decision tree example. Adapted from James et al. (2021, p. 332). 
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The use of decision trees for classification depends on how the data is split through 

the space in analysis. In Figure 19, James et al. (2021) showed that decision trees split the 

space into big squares. This method fits better when the dataset can be split according to 

how the decision tree is built, as seen in the bottom of the figure with the better fit provided 

by the decision tree on the right. On the other hand, other methods like the SVC provide a 

better fit for data like the that shown on the top of the figure, as can be seen with the better 

fit coming from the SVC method on the left. 

 
Figure 19. Decision trees versus linear regression classifiers. Source: James et 

al. (2021). 
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As with any other ML technique, the decision tree method utilizes a training dataset 

to build its terminal nodes or leaves, in other words, to divide the space into regions, as 

shown in Figure 19. The algorithm does that by minimizing the proportion of data points 

in a category classified in another category. Small values of this proportion indicate that 

the region predominantly contains observations from that category (James et al., 2021). 

Thus, an important parameter to be defined when performing this classification is how deep 

the tree should go, in addition to determining how many regions the space should be 

divided into. 

Researchers have been using the methodology in many fields. Song and Lu (2015) 

applied the methodology to identify patients with a risk of major depressive disorder. In 

another application, Liu and Yang (2022) created a decision tree to help bank managers 

develop marketing content to target their customers more effectively. It is also possible to 

find logistics applications: Tirkolaee et al. (2021) applied the methodology to build a 

supplier selection model. Those are just a few recent examples to show that although the 

technique seems simplistic, it is still valid and helpful. 

The following subsections give more details about two popular decision tree-based 

algorithms that were used to build the models in the present study. 

a. Random Forest Classifier 

Breiman (2001) defines a Random Forest as “a combination of tree predictors such 

that each tree depends on the values of a random vector sampled independently and with 

the same distribution for all trees in the forest.” In essence, a Random Forest involves the 

creation of a multitude of decision tree models from a singular training dataset, achieved 

through recurrent sampling of the identical dataset. Each sample has different 

characteristics, but, as it is from the same population, it has the same distribution. 

Afterward, there is a voting process for the most predominant way of classifying the data 

among all trees. Finally, this last model, containing information from all previously built 

decision trees, is the predictor to classify future observations. A representative illustration 

of the process is given in Figure 20, in which is drawn from the research by Padovese and 

Padovese (2019). 
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Figure 20. Representative illustration of the Random Forest process. Source: 

Padovese and Padovese (2019). 

According to James et al. (2021), each tree has a lot of variation but not a lot of 

bias. By combining multiple trees, the overall variance is reduced. This technique has 

significantly enhanced accuracy, as hundreds or thousands of trees can be combined into a 

single procedure. 

There are many ways of performing the subsampling to create the forest. The 

Random Forest Classifier (RFC) uses the concept of Random Forest. However, to build 

the individual trees that compose the forest, this method limits the number of attributes for 

constructing each tree. For example, if in the training dataset there are p attributes used to 

classify that data point, each tree created in the RFC will use a number of m attributes 

which is usually equal to the square root of p. This process reduces the correlation between 

the trees, contributing to a less variable and more reliable outcome (James et al., 2021). 

b. LightGBM 

LightGBM stands for Light Gradient Boosting Machines. This is a technique 

introduced by Ke et al. (2017). According to the researchers, the LightGBM technique was 
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developed to process large data samples and attributes. Their results showed the technique 

could perform well with reduced computational speed and memory consumption.  

The basic theory behind the LightGBM is the same as that for the Boosting 

technique, which is another way of constructing the forest. The idea behind Boosting is to 

sequentially build the trees on different subsets of the training data. The method is 

discussed in detail by Friedman (2001). The technique iteratively combines multiple weak 

decision trees’ predictors to form a stronger one (Saini, 2021). It starts by training a simple 

decision tree on the training data. The first tree is used to make predictions on the training 

data, and the errors or residuals are calculated by comparing the predicted values with the 

true values (Saini, 2021). It then generates subsequent trees by focusing on the 

misclassified examples from the previous ones (Saini, 2021). According to Saini (2021) 

the algorithm adjusts the weights of the training examples, giving more weight to the 

examples that were misclassified in the previous iteration, forcing the new tree to learn 

patterns missed by the previous trees. A representation of the process is illustrated by 

Figure 21; the method was used by Deng et al. (2021) in their research for predicting 

neonatal jaundice. 

 
Figure 21. Boosting technique representation. Source: Deng et al. (2021). 
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5. K-Nearest Neighbors Classifiers 

According to James et al. (2021) the K-Nearest Neighbors is an alternative method 

of calculating the conditional probability of an event given that another event has already 

happened. In other words, it is an alternative method to apply Bayes’ theorem without using 

the equation already explained in the NBC subsection (James et al., 2021). 

This technique classifies a data point according to the classification given to its 

neighboring data points. It checks the classification of the K closest points around the data 

point x0 that is under classification, and this set of closest points is called N0 (James et al., 

2021). It then counts the numbers of neighboring data points in each class, and finally 

assigns the data point x0 to the class that had the highest number of neighbors (Steinbach 

& Tan, 2009). 

Mathematically, James et al. (2021) defined that the conditional probability that the 

data point x0 belongs to a class j, surrounded by a neighborhood N0, with a number of K 

neighbors, is given by the following. 

𝑃𝑃(𝑌𝑌 = 𝑗𝑗|𝑋𝑋 = 𝑥𝑥0) =
1
𝐾𝐾
� 𝐼𝐼(𝑦𝑦𝑖𝑖 = 𝑗𝑗)
𝑖𝑖∈𝑁𝑁0

 

In this equation, the value of I(yi=j) is equal to 1 if the data point yi belongs to the class j 

and equal to 0 otherwise. The KNN classifier assigns to x0 the class that has the greater 

probability calculated according to the equation shown (James et al., 2021). 

According to James et al. (2021), the choice of the number K can totally modify the 

way that the KNN classifier approaches a dataset. Figure 22 shows the same dataset 

classified with different numbers of K. In this image, the black solid line is the KNN 

classifier boundary. 
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Figure 22. KNN classifier boundary with different values of K. Adapted from 

James et al. (2021). 

Steinbach and Tan (2009) added that the wrong choice of K can lead to odd 

classifications. Figure 23 shows an example of this odd classification. On the left side of 

the figure, the data point “X” would be just a noise because there is no neighbor data point 

in the KNN boundary, and on the right side, the data point “X” would be labeled as “-,” 

because the boundary is so big that it includes many data points that should not be included. 

The image in the middle shows a correct choice of K. 

 
Figure 23. Consequences of different choices of K in a KNN classifier. 

Source: Steinbach and Tan (2009). 
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The KNN technique can be used for both classification and regression problems 

(Vialetto & Noro, 2019). Vialetto and Noro (2019) used the technique to forecast the 

energy demand of an industrial facility. In a different application Mohit et al. (2021) 

applied the method in an attempt to diagnose diseases in patients. One way or another, the 

method has proved to be a good ML technique worth testing. 

6. Machine-Learning Model’s Performance Measures 

Performance measures are an essential aspect of evaluating the effectiveness and 

accuracy of ML models. These measurements provide a quantitative assessment of how 

well a model is performing and help compare the performance of different models. The 

choice of performance measures depends on the specific problem, as different applications 

require different evaluation metrics. In classification problems, measures such as accuracy, 

precision, recall, F1-score, and confusion matrix are commonly used. The following 

paragraphs discuss the measures used to assess the created models. 

Choosing the correct measure is especially important when the data analyst deals 

with a classification problem containing an imbalanced dataset. According to Yang and 

Wu (2006), this is one of the ten most challenging issues related to machine learning. 

Bekkar et al. (2013) give an example where the goal is to discover a fraudulent case among 

a dataset with only 1% of the population as a fraud. The authors state that a model that 

predicts zero fraudulent cases in the data being analyzed will achieve an accuracy of 99%. 

However, the model could not detect fraud and did not reach the goal desired by the analyst. 

Therefore, analyzing the model’s accuracy in conjunction with other metrics is crucial to 

provide a better model performance measure. 

In a classification problem with two possible outcomes, one way of visualizing the 

results is by building a confusion matrix. The matrix under consideration comprises two 

columns and two rows, with the rows representing the actual classifications of the dataset 

and the columns encapsulating the model’s predictions. This matrix is represented in Table 

1. 
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Table 1. Confusion matrix. Adapted from Bekkar et al. (2013). 

  
Model 

  
Predicted Negative Predicted Positive 

D
at

as
et

 Actual Negative TN (# of True Negatives) FP (# of False Positives) 

Actual Positive FN (# of False Negatives) TP (# of True Positives) 

 

Accuracy is given by the sum of the total true predictions divided by the total 

predictions, as in the following equation. 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹
 

Recall measures the accuracy of the positive predictions (Bekkar et al., 2013) among all 

the actual positive data points. In some instances, for example in medical diagnostics, it is 

crucial to have a high recall in order to prevent ignoring prospective cases of a disease 

(False Negative), even if this results in the identification of some healthy individuals (False 

Positives). 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹
 

The precision metric serves as an indicator of the model’s degree of accuracy regarding its 

positive predictions among all the data points that were predicted as positive. Precision is 

recommended in cases where the cost of a False Positive is high. For example, within a 

legal context, the repercussions of wrongly convicting an innocent person (False Positive) 

are considerably more significant than erroneously declaring a guilty individual as innocent 

(False Negative). 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹
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To avoid problems such as the imbalanced dataset, another measure utilized is the 

F1-score, which is given by the following equation (Silva et al., 2021). The F1-score 

considers both precision and recall, providing a balanced evaluation of the model’s ability 

to correctly identify positive instances while taking into consideration the impact of false 

positives and false negatives. As previously explained, and as can be seen in the respective 

formulas, recall doesn’t consider False Positives, while precision doesn’t consider False 

Negatives. The F1-score take into consideration both. 

𝐹𝐹1−𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =  
2

1
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 + 1

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
 

It is evident that the True Negatives (TN) do not contribute to this metric, primarily 

for two reasons. Firstly, in binary classification scenarios, it is often more crucial to 

accurately identify positive cases than negative cases. Secondly, in non-binary 

classification problems, in which there are more than two possible classes, the existence of 

True Negative (TN) instances is absent. Consequently, the application of the same metric 

in both cases is feasible. 

To address the lack of TN in the F1-score calculation, a modified version of the F1-

score known as the F1-score macro average has been proposed. As reported by Silva et al. 

(2021), the F1-score macro average, referred to as F1-macro for brevity, is computed by 

evaluating the F1-score metric alternatively for confirmed and unconfirmed failures as the 

positive class (the reference class for calculating Precision and Recall), followed by 

calculating the arithmetic mean between the two values. The F1-macro score provides an 

overall performance measure that is impartial towards any specific class and is particularly 

beneficial for datasets that suffer from imbalanced class distribution. 

These are the metrics used to assess the developed model in the analysis. 

E. NATURAL LANGUAGE PROCESSING 

Natural Language Processing (NLP) is a subfield of artificial intelligence 

concerned with how computers interact with human language. Simply put, it is the capacity 

of machines to comprehend, analyze, and produce human language. In contrast to computer 
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languages and mathematical notations, natural languages such as English, Hindi, and 

Portuguese are intricate and change with each generation. NLP encompasses a vast array 

of activities, ranging from simple word frequency analysis to the comprehension of whole 

human conversations and the production of relevant answers (Bird et al., 2009). 

One of NLP’s most valuable and well-known applications is the development of 

chatbots. Recently, there has been a rising emphasis on utilizing natural language to 

communicate with networked computing devices. Google, Android, and IOS have 

significantly expanded this technology area (Abdul-Kader & Woods, 2015). Nowadays, it 

is common to see chatbots in use in the communication strategy of many big companies. 

Understanding customers is crucial in today’s market, and NLP and machine learning have 

made remarkable advancements in this complex area (Doshi, 2021). 

Apparently, chatbots can be the next revolution on the Internet and the way people 

look for information. In this field it is worth mentioning the release of ChatGPT, an AI-

based chatbot capable of producing correct answers for complex questions, from producing 

an essay to solving a complete physics problem through a program coded in Python (Wang, 

2023). Various companies, including Google, are endeavoring to develop similar chatbots 

that can compete with ChatGPT. Nonetheless, it is important to note that inaccurate or 

flawed results, such as a product providing incorrect information when queried about 

telescopes, could have severe negative consequences. For example, Bard, a potential 

competitor created by Google, experienced this situation, resulting in a 7.7% decline in the 

share price of Alphabet, the parent company of Google, on the day following the incident 

(Kelly, 2023). 

In summary, NLP is a valuable way to extract relevant information from a large 

amount of unstructured data. According to B. Xu and Kumar (2015), unstructured text 

accounts for around 75% of an organization’s information. With this mind, NLP has been 

used in spell-checking software for computers and mobile devices, for categorizing content 

such as news articles, assessing sentiment on social media, translating spoken speech to 

written text, offering text translation tools, and identifying spam and fraudulent emails 

(Silva et al., 2021). 
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Unstructured data is poorly defined; there is no label for this data. Basically, such 

data cannot be organized in a spreadsheet with rows and columns (Weiss et al., 2015). 

Therefore, a subsequent step of text categorization must be performed. Given that NLP 

consists of various strategies that can transform text into a representation that allows people 

to extract meaningful information without reading all accessible datasets, this tool can be 

used to examine a discrepancy description on an FCDD form in order to determine whether 

it corresponds to a failure or not. 

In Python, the Natural Language Toolkit (NLTK) is the most efficient module for 

NLP. NLTK is an open-source platform that provides a broad collection of tools and 

resources for various NLP tasks. The toolkit provides many functions, making it a practical 

resource for NLP practitioners and researchers. This was the library used to build the 

models in this analysis. 

According to Silva et al. (2021), the most widespread text processing algorithms 

for modeling are those that translate texts into numerical matrices after utilizing different 

transformations, which may be employed individually in each entry or tailored to a whole 

series of them. In the following subsections, the primary strategies utilized in this study’s 

code are discussed in further detail. 

1. Tokenization 

Weiss et al. (2015) assert that the initial stage in analyzing a text is to break down 

the sequence of letters into individual words, commonly known as tokens. The authors 

emphasize that each token represents an instance of a particular type. For example, in the 

sentence “The deer jumped over the fence,” there are two tokens spelled “the,” and they 

are both instances of the type “the.” 

Further, there is also the concept of term. Manning et al. (2009) acknowledge the 

removal of certain types during the preprocessing phase, such as the commonly occurring 

stop word “the.” The remaining types after all preprocessing procedures are referred to as 

terms. 
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Converting a string of characters into tokens can pose a challenge for computer 

programs with limited language abilities, as certain characters can either function as token 

delimiters or not, depending on the application at hand, as noted by Weiss et al. (2015). An 

illustrative example of such characters is white space characters, such as spaces, tabs, and 

new lines, which are typically recognized as delimiters and, as such, are not included in the 

token count (Weiss et al., 2015). An example of a character that does not function as token 

delimiter is the apostrophe used to indicate possession. For instance, in the sentence 

“Mark’s company is regarded as one of the finest globally.”  

2. Stemming 

Stemming is a typical approach used in NLP to reduce words to their basic root 

form, or “stem,” by eliminating any prefixes or suffixes that might alter the word’s 

meaning. This normalization approach is vital for several NLP applications, including 

information retrieval, text categorization, and sentiment analysis. Stemming is very useful 

when preserving the different grammatical features of words is unnecessary. However, it 

might reduce the readability of the final word list because the stemmed words may not be 

real words (Rafail & Freitas, 2020). According to Weiss et al. (2015) stemming reduces 

the number of unique types in a given text and increases the occurrence frequency of some 

specific types. Therefore, this step makes comparing and evaluating enormous text datasets 

easier. 

In their work, Silva et al. (2021) observed that some words and their variations 

could represent important information to classify the data. For example, one of the words 

in Portuguese that indicates that an item has its TBO expired is “vencer.” The technicians 

usually write this word in its many different verb tenses and forms, “vence” for the present 

tense, “venceu” for the past, “vencimento” for the noun form, and “vencido” or “vencida” 

for the past participle of the verb, among others. The authors observed that applying this 

technique would reduce all these words to the root form of “venc” and would increase the 

frequency of this root form in the analysis of all of the discrepancy descriptions available. 

Therefore, it could evidence a stronger indication of an FCDD that was not representing a 

failure. The same process occurs for many other tokens. 
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Further, Weiss et al. (2015) observed that, for algorithms that consider the 

frequency of a word, the use of this technique is relevant. As explained later, in the case 

under analysis, the words in discrepancy descriptions are transformed into numbers 

through the method of Term Frequency – Inverse Document Frequency (TF-IDF), which 

as the name itself suggests, takes frequency into account. Thus, the stemming process in 

this case is an important step of the text processing. 

According to Koirala and Shakya (2020) this step is done in most NLP applications. 

The authors noted that this technique has been extensively utilized in the English language. 

Koirala and Shakya (2020) and Al-shalabi et al. (2022) have developed methods for the 

application of this technique in analyzing the Nepali and Arabic languages, respectively. 

These instances exemplify the extension of the technique to languages that present a vastly 

distinct word representation compared to English. Therefore, this technique has 

outstanding significance in current NLP applications. 

3. Stop Words Removal 

According to Manning (2009), “stop words” are words that are very common and 

extensively used but do not add any meaningful value to the text. Vijayarani et al. (2015) 

added that stop words make the text bulkier and less attractive to the researcher. These 

authors noted that eliminating stop words decreases the depth of term space, which 

facilitates analysis. Therefore, removing these words would increase the efficiency and 

accuracy of text analysis. 

The utilization of the aforementioned technique is prevalent in NLP applications. 

Notably, Khader et al. (2018) and Patil et al. (2014) employed this methodology in their 

respective research endeavors to conduct sentiment analysis. Furthermore, Ahuja et al. 

(2019) highlighted that it constitutes a text preprocessing task for any sentiment analysis 

undertaking. Given the substantial enhancements that this technique can offer to analysis 

and its widespread implementation, it is judicious to incorporate it in the evaluation of the 

FCDDs’ discrepancy descriptions. 
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4. TF-IDF 

TF-IDF (Term Frequency – Inverse Document Frequency) is a metric that considers 

both the Term Frequency and the Inverse Document Frequency. Each component of this 

measure holds significant value. Notably, in the quest to analyze unstructured data, 

researchers have devised methods to assign scores to terms present in the texts under 

analysis. Manning et al. (2009) proposed that one effective approach is to evaluate the 

frequency of a term within a given document. It is reasonable to posit that the more 

frequently a term appears in a document, the greater its importance. Consequently, the 

Term Frequency (TF) is defined as the number of times a specific term occurs in a 

particular document. Conversely, the IDF serves as an indicator of the rarity of a term 

within a collection of documents: in simple words, it measures how rare a term is in this 

collection. When a term is present in every document of a collection, it signifies that the 

term lacks rarity and thus merits a low IDF score. In contrast, if a term appears in only a 

limited number of documents within the collection, it indicates that the term is not 

commonplace within that particular corpus, thereby justifying a higher IDF score. 

As it is reasonable to infer, the TF gives equal importance to any term present in 

the text. However, depending on the context, some words may not carry as much 

significance as others. Manning et al. (2009) cited the previously discussed stop words as 

an example. Another example can be found in the context of the aeronautical industry, 

given that the term “aircraft” is expected to appear many times in documents, even if it 

does not bring any significant information. To overcome this issue, one possible approach 

involves reducing the term score for terms that have a high detection frequency in the 

documents collection being analyzed (Manning et al., 2009). Therefore, the aim is to reduce 

the TF by a factor that is inversely proportional to the number of occurrences of the term 

in all the document collection. 

Manning et al. (2009) performed this approach by first defining the document 

frequency of a term, that is, the number of documents in a collection that include the term. 

As it was previously mentioned, the aim was to find a weight to scale down the TF. 

Therefore, the higher the number of documents containing a term, the lower the term 

should be. Denoting N as the total number of documents in a collection, and df(j) as the 
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document frequency of term j, Manning et al. (2009) and Weiss et al. (2015) defined the 

IDF of the term j as follows: 

𝐼𝐼𝐼𝐼𝐼𝐼(𝑗𝑗) = log (
𝑁𝑁

𝑑𝑑𝑑𝑑(𝑗𝑗)
) 

Consequently, if a term is scarce in a collection, its IDF will be elevated; otherwise, if a 

term is common in this collection, its IDF will be minimal. 

Finally, combining the definitions just given, the weighted score for a term in a 

collection, according to Weiss et al. (2015) and Manning et al. (2009), is given by: 

𝑇𝑇𝑇𝑇 𝐼𝐼𝐼𝐼𝐼𝐼(𝑗𝑗) = 𝑇𝑇𝑇𝑇(𝑗𝑗) ∗ 𝐼𝐼𝐼𝐼𝐼𝐼(𝑗𝑗) 

Using an aviation dataset to illustrate the importance of this score, Silva et al. (2021) noted 

that the term “flight” may often appear in all entries but is irrelevant for data extraction, 

while the phrase “leak” is likely to be beneficial to a user investigating failures. TF-IDF is 

designed to emphasize this frequency ratio. 

To provide an example for this calculation, Silva et al. (2021) presented a step-by-

step procedure that utilizes three samples of FCCD discrepancy descriptions, as shown in 

Table 2. 

Table 2. FCDDs discrepancy descriptions samples. Adapted from Silva et 
al. (2021). 

FCDD 1 Shows a stuck left brake / inefficient right brake 
FCDD 2 Shows inefficient right brake 
FCDD 3 Shows a flat right tire 

 

Table 3 shows the TF for each term in each FCDD. 

Table 3. TF from FCDDs in Table 2. Adapted from Silva et al. (2021). 

 Shows a stuck left brake inefficient right flat tire 
FCDD 1 1 1 1 1 2 1 1 0 0 
FCDD 2 1 0 0 0 1 1 1 0 0 
FCDD 3 1 1 0 0 0 0 1 1 1 
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Finally, Table 4 shows the calculation of IDF for each term. It considers that the 

three FCDD samples represent the whole collection of documents. The table also shows 

the calculation of TF-IDF for each term within each FCDD. 

Table 4. IDF and TF-IDF calculations from FCDDs in Table 2. Adapted 
from Silva et al. (2021). 

 Shows a stuck left brake inefficient right flat tire 
df(j) 3 2 1 1 2 2 3 1 1 
IDF = log [3/
df(j)] 0.000 0.176 0.477 0.477 0.176 0.176 0.000 0.477 0.477 
TF-IDF FCDD 1 0.000 0.176 0.477 0.477 0.352 0.176 0.000 0.000 0.000 
TF-IDF FCDD 2 0.000 0.000 0.000 0.000 0.176 0.176 0.000 0.000 0.000 
TF-IDF FCDD 3 0.000 0.176 0.000 0.000 0.000 0.000 0.000 0.477 0.477 

 

In Table 4 the green color highlights the most important terms within this 

collection. The terms “Shows” and “right” have small significance as they appear in all 

documents within the collection. Conversely, the terms “stuck,” “left,” “flat,” and “tire” 

appear just in one of the documents within this collection and, consequently, they have 

higher TF-IDF scores. 

This technique is remarkably useful for building ML classifier models based on 

unstructured data. Willianto et al. (2020), Rahman et al. (2021), and Pimpalkar and Retna 

Raj (2020) are some of the authors who developed ML classifier models based on TF-IDF 

scores of the text in analysis. In conclusion, TF-IDF helps extract meaningful information 

from large datasets and aids in improving the accuracy of data analysis, especially of 

unstructured data. 
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III. METHODOLOGY 

The methodology utilized in this research is divided into two primary components. 

The first is conceptual, consisting of a comprehensive study of documents from the 

Brazilian Air Force and an extensive review of academic literature concerning machine 

learning, which comprises much of what is presented in Chapter II. The second component 

is practical, wherein the developed program was built and employed to classify new data, 

and the information classified by the program was then compared to the classification 

performed manually. The following subsections explain the practical aspects of this 

methodology in detail. 

A. DATA PREPROCESSING PROCEDURES 

Two preparatory steps were taken to apply machine-learning techniques to the data: 

data collection and data preparation. The latter included data cleaning and data 

classification procedures. The following subsections provide a detailed overview of each 

task and the corresponding processes involved. 

1. Data Collection Procedures 

The data utilized for analysis in this study was obtained from the SILOMS database, 

which is the main repository for BrAF information. More specifically, FCDDs 

electronically recorded in the SILOMS database were selected for analysis. The FCDDs 

referred to the following three categories of aircraft: training, transport, and attack. The 

data retrieved encompassed 2018 to 2021, inclusive. The retrieval process was 

accomplished by utilizing two filters, one for specifying the project (which indicates the 

aircraft type) and another for specifying the year. Consequently, each combination of filters 

by aircraft type and year provided a .csv file containing all the FCDDs for that particular 

aircraft type and year, making a total of 12 files. 

For this study, we utilized the training aircraft data from 2018 to 2019 previously 

cleaned and classified by Silva et al. (2021) as 2 of our 12 data sets. Apart from that, the 
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remaining 10 other datasets, consisting of various aircraft types and years, were 

preprocessed according to the steps described in the following subsections. 

2. Data Cleaning Procedures 

The first step was to eliminate the many duplicate rows from the retrieved raw data, 

which is referred to as the data cleaning process. This issue arises due to the recording of 

an FCDD for a system that can be controlled by more than one parameter. For instance, an 

aircraft can be tracked based on flight hours, number of landings, or time since last 

programmed maintenance, resulting in the recording of one FCDD for each control type in 

the SILOMS database. Removing duplicates was necessary to prevent the trained model 

from considering the same failure more than once. 

In order to expedite the data cleaning process, a Python program was developed. 

The program read the data file and subsequently removed FCDD rows that contained 

identical values in columns: “defect item part numbers,” “defect item serial numbers,” 

“year,” “month,” “date,” “time,” and “discrepancy descriptions.” Only the first row with 

these shared characteristics was retained while the remaining duplicate rows were deleted. 

Data cleaning procedures were applied to all datasets, except for the attack_2020 and 

transport_2020 datasets, using the aforementioned Python program. The forthcoming 

subsection will elucidate the rationale behind the different approach taken for cleansing the 

data within the attack_2020 and transport_2020 datasets. 

Although the cleaning process was primarily conducted as described in the 

preceding paragraph, there were still instances where duplicate rows persisted. 

Specifically, some FCDDs had similar or identical discrepancy descriptions and were 

recorded at times that were in close proximity to each other, but one referred to a system 

while the other referenced a higher assembly part number. Additionally, there were cases 

where the discrepancy descriptions, part numbers, serial numbers, and dates were 

comparable or even identical, but the recorded times were less than 60 minutes apart. Both 

situations were considered as duplicates in this study, and just one of them remained in the 

cleaned and classified data. 
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3. Data Classifying Procedures

The second step involved analyzing the discrepancy description of each FCDD and 

categorizing it as a failure or non-failure. This was achieved by adding a new column to 

each file called “Validation.” If the word “Yes” appeared in this column, the FCDD was 

considered a failure. Conversely, if the word “No” appeared, it was not deemed a failure. 

Thus, each FCDD in the file now had an additional feature recorded in the “Validation” 

column. This process is referred to as the data classification process and was done manually 

for all datasets used in this research. This step was essential to train the models. 

Additionally, this classified data was used as the basis of comparison to measure the 

performance of the classification made by the machine-learning models trained. Once all 

the data was cleaned and classified, all remaining duplicate entries were removed. Table 5 

presents key details regarding each data file. 

Table 5. FCDDs in each data file. 

Data Name Original FCDD 
quantity 

FCDD quantity after the 
cleaning process 

FCDD quantity after 
classifying process 

(% of initial quantity) 
attack_2018 5,685 2,809 2735 (48.1%) 

attack_2019 9,283 2,811 2771 (29.9%) 

attack_2020** 9,204 2,438 2438 (26.5%) 

attack_2021 11,607 3,008 2937 (25.3%) 

training_2018* - 3,907 3907 (-) 

training_2019* - 3,409 3409 (-) 

training_2020 22,472 4,463 4380 (19.5%) 

training_2021 28,046 5,119 5006 (17.8%) 

transport_2018 10,731 3,226 3112 (29.0%) 

transport_2019 10,780 3,230 3119 (28.9%) 

transport_2020** 8,266 2,942 2942 (35.6%) 

transport_2021 7,724 2,757 2684 (34.7%) 

TOTAL 123,798 40,122 39440 (31.9%) 

*Data retrieved from previous work of Silva et al. (2021).

**Data manually cleaned and classified.
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In order to evaluate the efficiency of the code in terms of time savings, the two datasets 

mentioned previously (attack_2020 and transport_2020) were cleaned manually as well as 

being classified manually. During this manual procedure, the time taken to clean and classify 

these two datasets was recorded and subsequently compared with the time taken by the model 

to clean and classify a dataset of similar size. This comparative analysis provided a 

quantifiable measure of the potential acceleration in the failure data classification process that 

could be achieved through the utilization of the code, as compared to manual classification. 

The manual classification process involved subjective decision-making on the part of 

the individual responsible for this task. As previously mentioned, this is the standard approach 

utilized by the BrAF and, for the purposes of this study, it is assumed that the data 

classification was accurate. To facilitate future replication of the research, Table 6 provides 

examples of common discrepancy descriptions and their corresponding classifications. 

Table 6. Common descriptions of discrepancies and their classifications. 

Discrepancy Description Classification 

Vague descriptions, such as “item has a breakdown.” Failure 
Descriptions that indicate that the system does not work as it should, such as 
low efficiency or moving with resistance. Failure 

Any message that appears to the pilot. Failure 
Tires that need to be changed because they have achieved their minimum 
thickness. Not Failure 
Descriptions that detected a failure of a subsystem during its installation in 
the aircraft. Not Failure 

Battery discharge. Not Failure 

Corrosion. Failure 

Descriptions indicating noises. Not Failure 

Any kind of leakage. Failure 

Cleaning, tests, expired items, assembly, and disassembly. Not Failure 

Indications of low oil levels in actuators. Failure 

Canopy seal damage. Failure 
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B. NATURAL LANGUAGE PROCESSING PROCEDURES 

At the outset, the intended approach for this study was to employ the exact code 

utilized in the research of Silva et al. (2021) to construct the ML models. However, it 

became apparent that certain adaptations would be necessary, including modifications to 

the file path for loading the data, changes to the code due to updates in Python libraries, 

and adjustments to the general process to enable the code to function appropriately. 

Consequently, to gain a better understanding of each step and prevent modifications that 

could lead to errors, a new code was developed based on the previous code. Fundamentally, 

the same steps employed to generate the classification model were followed and are 

elaborated upon in the following paragraphs. 

To begin the model building process, the first step was to read and load the data. 

During this process, the data in the “Validation” column, which contained the values “Yes” 

or “No,” were modified to the values “1” and “0,” respectively. This facilitated the use of 

the data in the ML models, which typically require binary inputs. 

To proceed with the data preprocessing, the next step was to concatenate, or join, 

the data from each file read into a single dataset. During this process, all columns from 

each file were deleted, except for the “Discrepancy” column (which contained the 

discrepancy description) and the “Validation” column, as they were the only ones needed 

for the model building process. 

Following those steps, the text in each discrepancy description row passed through 

the following procedures, which were the same ones employed by Silva et al. (2021): 

• Any number followed by letters was considered a measure, and it was 

replaced by the word “measure.” 

• Words that mixed letters and numbers were replaced by the generic term 

“SNPNPUB,” which indicates the presence of serial number (SN), part 

number (PN), or technical publication. 

• All characters were converted to lowercase characters. 
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• All the special characters like “%,” “$,” etc., were removed. 

• A word-by-word stemming was applied in order to reduce the words to 

their radicals. 

• All stop words were removed. 

• Texts were transformed into numerical columns by the TF-IDF method. 

Only radicals that appeared at least four times were used in TF-IDF in 

order to avoid the model adjusting to infrequent words. 

C. MODEL CONSTRUCTION AND TRAINING 

The process of generating the models was done using the scikit-learn library from 

Python. Basically, in this library it is possible to generate a model using the technique 

chosen, its hyperparameters (explained later in this subsection), and a training dataset. The 

model construction process involves selecting a technique and training the models 

accordingly. The process of training consists of running the technique chosen on training 

data, which also output the best set of hyperparameters. Additionally, it is possible to create 

ensembles, which are a combination of techniques often chosen based on the performance 

of the trained single-technique model. 

The initial step in the construction of the ML models involved partitioning the data 

into training, validating, and testing subsets. The nine datasets comprised of data for the 

three aircraft types from the years 2018, 2019, and 2020, were segregated for the training 

and validating phases. A total of 80% of the FCDDs from each of these datasets were 

utilized to train the models’ performance, with the remaining 20% used to validate the 

models. The “train_test_split” function from the scikit-learn library in Python performed 

this task, which randomly splits a given dataset into training and validation subsets based 

on a percentage defined by the user. This process is essential as it ensures that the model 

is validated with new data which was not used to train the model. Therefore, a model’s 

accuracy and generalizability to new data can be assessed. The three remaining datasets, 

encompassing data for the three aircraft types of the year 2021, were reserved to test the 

final model. 
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To train the models, this study replicated the approach adopted by Silva et al. 

(2021), training a different model for each of the six ML techniques discussed in Section 

II.D. Each ML technique involves hyperparameters that must be selected through a process 

called “tuning.” The hyperparameters tuned in this process were described by Silva et al. 

(2021) as outlined in the following paragraphs for each respective technique. For each 

technique, the tuning process involved testing several different parameter values specified 

as follows. 

1. Logistic Regression: tested C (inverse of the regularization factor) values 

from the set {0.01, 0.1, 1, 10, 100}. 

2. Support Vector Classifier (SVC): tested C (inverse of the regularization 

factor) values from the set {0.01, 0.1, 1, 10, 100}. 

3. Multinomial Naïve Bayes Classifier: tested alpha “α” (smoothing 

parameter) values from the set {0.01, 0.1, 1, 10, 100} (this hyperparameter 

was introduced in the literature review in Chapter II). 

4. Random Forest Classifier (RFC): tested n_estimators (number of 

estimators, that is, the number of decision trees) values from the set {10, 

25, 50, 75, 100, 200} and max_depth (maximum depth of the trees 

decision) values from the set {10, 20, 30}. 

5. LightGBM: tested n_estimators (number of estimators, that is, the number 

of decision trees) values from the set {10, 50, 100, 200}. 

6. K-Nearest Neighors: tested n_neighbors (number of neighbors considered 

to build the classifier) values from the set {1, 10, 25, 50, 100, 500}. 

More detailed explanations of the hyperparameter “C” for the logistic regression 

and SVC can be found in James et al. (2021). 

The process of selecting hyperparameters was performed using the 

“RandomizedSearchCV” function from the scikit-learn library in Python. This function 

conducts a randomized search over the specified hyperparameter space and selects the best 

set of hyperparameters based on a chosen score measure. The hyperparameter space for 
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each technique in this research is the set of values presented above. The choice of score 

measure is decided by the programmer and is used to evaluate the performance of the model 

with different hyperparameter combinations. To perform the hyperparameter selection, the 

score measure adopted was the F1-score, for reasons that are detailed in Chapter IV.  

The process of hyperparameter selection uses the training dataset to verify which 

set of hypermeters performs the best among the ones chosen to be tested. Therefore, 

selecting the hyperparameter values and training the model is done simultaneously. 

Following the same steps described previously, the code trained predictive models using 

the following techniques: Logistic Regression, LightGBM, Multinomial Naïve Bayes 

Classifier, Random Forest Classifier, Support Vector Classifier, and K-Nearest Neighbors. 

In their work, Silva et al. (2021) created an additional model based on an ensemble. 

To build the ensemble the authors chose the three models which achieved the better F1-

score measures, which were SVC, MultinomialNBC, and logistic regression. Pedregosa et 

al. (2011) stated that the objective of ensemble methods is to improve the universal 

applicability and ruggedness of a single estimator by integrating the predictions of 

numerous base estimators developed with a specific learning technique. The fundamental 

goal is to develop a classification model that is more precise and consistent than any 

particular base estimator (Pedregosa et al., 2011). To implement the ensemble approach, 

Silva et al. (2021) employed the Voting Classifier, which integrates different ML classifiers 

that have distinct concepts. The predicted probabilities from each classifier are then 

averaged to determine the class labels, as described by Pedregosa et al. (2011). More details 

about the ensemble can be found in the Scikit-Learn documentation web page (Scikit-

Learn, 2023). 

In the present study, a model incorporating a Voting Classifier ensemble was 

constructed using the same classifiers utilized by Silva et al. (2021), namely SVC, 

MultinomialNBC, and logistic regression. A second ensemble model was also developed, 

using the three classifiers that exhibited superior performance in the current study, with the 

aim of comparing the outcomes and ascertaining the extent of performance enhancement, 

if any. 

Acquisition Research Program 
Department of Defense Management 
Naval Postgraduate School 

60



After training the models, the next step was to compare them using various 

performance measures, which are described in detail in Chapter V. The best-performing 

model was selected and used to classify the remaining data. The time spent performing this 

classification was also measured.  

These were the steps conducted to build and assess the models. Essentially, the 

same steps conducted by Silva et al. (2021) were replicated with additional datasets. 

Chapter IV details some complementary and additional steps that were taken. The 

methodology described in this chapter, plus the added actions described in Chapter IV, 

were crucial to constructing the answer to the main research question of the study, and are 

detailed in Chapter VI. 
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IV. DIFFERENCES IN THE CODE UNDER ASSESSMENT 

During the course of the research, some areas for improvement were identified in 

the code developed by Silva et al. (2021). First, the data quantity and variety served as the 

primary motivation to initiate this research. Second, it was noted that Silva et al. (2021) 

did not attempt to build a K-Nearest Neighbors (KNN) classifier, even though it is one of 

the most commonly used techniques for classification problems, as supported by other 

authors (Do, 2022; Keita, 2022; Ray, 2017; Wolff, 2020). Third, in Silva et al.’s (2021) 

study the researchers used the F1-macro as their main performance measure to evaluate the 

models; however, considering the features of the data in the present work, the F1-score 

might be more appropriate. This chapter provides a detailed account of such differences 

between the current study and Silva et al.’s (2021) research. 

A. DATA COMPARISON 

Figure 24 shows details about the data used in the present work, with each bar 

representing a different year of data for a different type of aircraft. The blue portions of the 

bars in the figure represent the number of FCDDs in the data file that were manually 

classified as failures, while the gray portions represent the number of FCDDs that were 

manually classified as non-failures. This color division in each bar provides a visual 

depiction of the proportion of the dataset that corresponds to failures, in other words, how 

balanced or unbalanced the dataset is. Each bar’s height provides the total count of FCDDs 

analyzed in the respective dataset. It is worth remembering that a portion of this data 

consists of all the data employed by Silva et al. (2021), namely the datasets “training_2018” 

and “training_2019.”  

Some important differences can be noticed between the data analyzed in the work 

developed by Silva et al. (2021) and the present work. The first and most prominent is the 

quantity. The present study utilized a total of 28,813 FCDDs to train and validate the ML 

models developed. If the data used for testing the final model is included, this number 

would increase to 39,440 FCDDs. In comparison, the number of FCDDs employed by Silva 

et al. (2021) was 7,316, which represents only 25.4% of the FCDDs utilized in the training 
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and validation of the models in the present study. It is intuitive to infer that more data can 

cover a greater number of failure scenarios, and therefore, the model selected in the present 

work is likely to perform better as the training set is comprised of more FCDDs. 

Another notable difference between the two studies is the types of aircraft analyzed. 

In the present research, data from three different types of aircraft, namely training, 

transport, and attack, were considered for model training and testing. However, in the 

previous research conducted by Silva et al. (2021), only data from the training type of 

aircraft were utilized. The variety in the type of the aircraft analyzed also brings new ways 

of describing the failures. Moreover, it can cover different systems that exist among the 

different types of aircraft. 

 
Figure 24. Details about the datasets analyzed, by aircraft type and year. 

It is worth mentioning that in this study significant regional heterogeneity was also 

represented in the analyzed data. Due to its vast size, Brazil presents subtle yet distinct 

regional variations in the usage of the Portuguese language. As a result, the same failure 

event may be described differently depending on whether it is reported in the southern 

rather than the northern region of the country, for example. This regional dispersion is 
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visually depicted in Figure 25, which displays a map of Brazil with red and yellow markers 

representing the locations of attack aircraft and transport aircraft, respectively, that were 

analyzed in this study. The sole green marker represents the only location where the 

training aircraft type analyzed operates. In the present study, it is evident that the data 

analyzed encompasses all the macro regions of Brazil, while in the previous study (Silva 

et al., 2021), only data from one specific region was considered. 

 
Figure 25. Locations in Brazil where the studied aircraft types operate. 

B. ADDITIONAL CLASSIFIER 

Silva et al. (2021) opted to assess the effectiveness of four ML techniques, namely 

SVC, MultinomialNBC, logistic regression, as well as two variations of the decision tree. 

While the KNN Classifier is also a popular technique for classification problems, it was 

not utilized in their study. Nonetheless, the rationale for this particular selection of 

techniques was not explicitly stated by the authors. 
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In the present research, the inclusion of the KNN Classifier was aimed at covering 

all potential approaches among the commonly used ML techniques for classification. As 

will be demonstrated in Chapter V, the KNN Classifier model achieved comparable results 

to those obtained from the other techniques. 

Since one of the objectives of this study was to enhance the knowledge and skills 

necessary to apply machine learning, the inclusion of the KNN Classifier broadens the 

potential for future applications and increases the versatility of constructing ML models 

for any future classification problems that may arise. 

C. PERFORMANCE MEASURES USED 

Figure 26 offers an alternative visualization of the datasets, showing that the 

proportion of FCDDs manually classified as failures varies from around 60% to 

approximately 80% across all datasets. In the present study, considering all data points, 

71% of the FCDDs were manually classified as failures. 

 
Figure 26. Proportion of FCDDs manually classified as failures and non-

failures, by aircraft type and year. 
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Upon further analysis of the dataset used in the study conducted by Silva et al. 

(2021), it was found that the positive class, which refers to the FCDDs classified as failures, 

constitutes about 78% of the dataset. The authors chose to use the F1-macro measure as 

the primary performance metric in their study, stating that it would better address the 

imbalanced nature of the dataset used to develop the models. However, some authors 

(Lipton et al., 2014; Shung, 2018) claim that the F1-score already addresses this issue. 

At this point it is noteworthy to recall the ultimate intended use for the classified 

data, which is to conduct reliability analysis. In such analyses, the most critical data are the 

FCDDs categorized as failures. Since failures are considered the positive class, accuracy 

in identifying true positives is more crucial than accuracy in identifying true negatives. 

Consequently, as the F1-score is still considered a good “measure to use … if there is 

uneven class distribution” (Shung, 2018), and as it gives more importance to the true 

positives labels than to true negatives (Shung, 2018), in the present study the primary 

performance metric used in evaluating the models was the F1-score. Using the F1-score 

instead of the F1-macro would be advantageous as it gives more importance to the class of 

interest. The F1-score was also the measure chosen to select the models that would be part 

of the second ensemble model built in this work.  

In conclusion, this chapter has highlighted some differences between Silva et al.’s 

(2021) research and the present study. These differences, including data quantity and 

variety, the inclusion of a KNN Classifier, and the choice of performance measure, have 

contributed to a deeper understanding of the classifiers and the failure data in the BrAF 

database. Future studies can benefit from the noted differences to further enhance the 

applicability of the classifiers. 
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V. RESULTS AND ANALYSIS 

This chapter is dedicated to presenting the results obtained from the research 

conducted in this study. It provides a detailed and comprehensive account of the findings 

obtained from the literature review, focusing on the analysis of BrAF documents and 

reports. Additionally, this chapter offers an in-depth analysis of the model training and 

selection process, highlighting the key outcomes and significant findings. Furthermore, it 

provides a thorough analysis of the main findings of the present research, which contribute 

to expanding the knowledge related to the field within the BrAF and provide insights that 

may be useful for future research. 

A. FAILURE DATA MANAGEMENT PROCESS 

The analysis of the BrAF documentation afforded a comprehensive overview of the 

procedures pertaining to the registration, storage, and management of their failure data. 

The aforementioned process is concisely summarized by the schematic representation 

provided in Figure 27. 

 
Figure 27. Diagram representing the failure data management process in the 

BrAF. 
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The entire process begins in the operation of the systems, specifically the operation 

of the aircraft, which is conducted in the squadrons. As anticipated, the systems are subject 

to failures and consequently require maintenance procedures, which are performed by 

technicians stationed across the three levels of logistics support (first echelon, second 

echelon, and third echelon). Following the completion of the relevant procedures, the 

systems are re-established to their operational status. As determined by MCA 66–7 (BrAF, 

2017), which was extensively discussed in Chapter II, failures are registered by the 

maintenance crew filling out the FCDD form. The FCDD is subsequently stored 

electronically in the SILOMS database, which serves as the principal source for conducting 

failure data analysis in the BrAF. 

The BrAF endeavors to operate, support, and maintain its systems in accordance 

with the RCM concepts. The regulation ICA 400–21 (BrAF, 2006b) formally establishes 

the organizational structure, namely SISCONF, to facilitate the application of the RCM 

concepts. Within this structure, the advisory bodies, consisting of the repair workshops, are 

responsible for collecting and registering the failures, while the executive bodies are 

mandated with enhancing the overall performance of the BrAF fleet. The FCDDs stored in 

the SILOMS database are one of the primary sources utilized to conduct the analysis that 

is required to attain the goal of improving BrAF fleet performance. 

Overall, the established process is sound. Nonetheless, as explained in Chapter II, 

there are instances, which are even cited as examples in the documents, wherein the FCDDs 

are recorded even though they do not represent a failure. Moreover, as described in Chapter 

III, there are instances during the recording process in which one failure results in the 

generation of multiple FCDDs in the database due to the existence of more than one control 

type for certain systems. Thus, the data available for analysis by the engineers invariably 

requires some form of cleaning and filtering to be effectively employed. 

Table 7 summarizes the essential criteria BrAF engineers utilize to filter the data. 

It should be noted that these criteria are subject to variation from one task to another, and 

there is no universal pattern that is applicable to all situations. Depending on the objectives 

of each analyst, the criteria are determined and subsequently applied to the data under 

examination. 
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Table 7. Criteria utilized to filter failure data. 

Criteria Reports 

No filtering Vieira (2015b) and Vieira (2015c) 

Not specified Vieira (2019), Sousa (2020), Sousa (2021), and Sousa et al. 
(2022) 

Preventive Maintenance Vieira (2016a), Cavalcante & Ferreira (2015), Silva (2012), 
Filho & Martins (2016), Chaves (2020), and Silva et al. (2021) 

Duplicity Vieira (2016a), Filho & Martins (2016), Chaves (2020), and 
Silva et al. (2021) 

Poor Description Vieira (2016a), Filho & Martins (2016), and Silva et al. (2021) 

Cannibalization Vieira (2016a) and Chaves (2020) 

Infant Mortality Vieira (2015a) and Vieira (2016a) 

 

In conclusion, the BrAF has established a well-structured process to manage their 

failure data, which is essential for improving the overall performance of their fleet. In 

addition, the SISCONF organizational structure is in place to facilitate this process. The 

FCDDs stored in the SILOMS database serve as the primary source for conducting failure 

data analysis. However, there are certain limitations to the process, as highlighted in 

Chapters II and III of this study. Consequently, to acquire the information necessary to 

enhance the fleet’s performance, BrAF engineers must clean and filter failure data before 

conducting any analysis. The model developed in this research endeavors to reduce the 

time required for this cleaning and filtering process, thereby facilitating the improvement 

of the overall process. 

B. MODEL PERFORMANCE AND MODEL SELECTION 

Before presenting the findings, it is worth recalling the methodology employed to 

construct the ML models for classifying the FCDDs. The data utilized for training and 

validation consisted of FCDDs from datasets of the three aircraft types, covering the years 
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2018 to 2020. Each FCDD within these datasets was then randomly assigned to the training 

set with an 80% probability and to the validation set with a 20% probability. Subsequently, 

the performance of the trained models was evaluated, and the model that exhibited the 

highest F1-score was selected for further testing. This testing phase involved employing 

the chosen model to classify the remaining data from the three aircraft types, specifically 

from the year 2021. It is imperative to emphasize that the process entailed three distinct 

steps, namely training, validation, and testing. The initial two steps encompassed training 

the models and also included the utilization of validation data for assessment. All models 

successfully completed these first two steps. However, only the model with the superior 

performance proceeded to the final testing step, where it was evaluated against the 

completely new 2021 data. 

One of the steps to build the models was to select the hyperparameters for each 

technique. The “tuning” process to find each model’s best hyperparameters resulted in the 

numbers shown in Table 8. 

Table 8. Hyperparameters selected. 

Model Hyperparameters 

Logistic Regression C = 10 
Support Vector 
Classifier C = 1 

MultinomiaNBC alpha = 1 

Random Forest n_estimator = 200 
max_depth = 30 

LightGBM n_estimator = 200 

K-Nearest Neighbors n_neighbors = 25 

 

Hyperparameters are crucial parameters that govern the performance of an ML 

algorithm. By showing the hyperparameters used in our models, we aim to provide 

transparency in our experimental setup and enable the reproducibility of our results. 

Moreover, sharing this information may help other researchers to build on and improve our 

work. 
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During the selection of the hyperparameters, models using each of the techniques 

were trained based on the training set and then validated using the validating set. Figure 28 

visually summarizes the performance of these models during the validation step, presenting 

important evaluation metrics such as F1-score (with failure as the positive class), F1-

macro, and accuracy. The chart lists the models in descending order from highest to lowest 

F1-score, highlighted in blue. 

 
Figure 28. Models’ performance. 

Upon further examination of the figure, it is appropriate to elaborate on its distinct 

characteristics. The model for each technique has three performance metrics, namely F1-

score, accuracy, and F1-macro. As stated in Chapter IV, the F1-score was the criterion used 

to identify the best-performing model, and thus it is distinguished in blue, and its values 

are labeled accordingly. Accuracy remains a crucial metric because as demonstrated in 

Chapter IV, for this binary classification problem, the degree of imbalanced data is not 
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substantial. Finally, the F1-macro is utilized to facilitate the comparison of the models 

developed in this study with the one constructed by Silva et al. (2021). 

The examination of the chart provides information that is worth emphasizing. First, 

except for the Random Forest technique, the models achieved very comparable 

performance when comparing their F1-scores, with all hovering near a value of 0.95. With 

the exception of the Random Forest technique, all the other models achieved an accuracy 

of at least 92%. Overall, the techniques demonstrated very similar results and could be 

selected for future analysis without significant changes in the results, except for those using 

the Random Forest technique. 

The ensembles, which have the results illustrated in Figure 29, were unable to 

enhance the performance in terms of F1-score; however, they exhibited superior accuracy, 

both achieving an accuracy rate of 94.6%. Despite the numerical values depicted in the 

figure being identical, they exhibit divergence in the fourth decimal place. It is noteworthy, 

however, that both ensembles demonstrated analogous metric measures. 

 
Figure 29. Ensembles’ performance. 
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As already stated, for comparative purposes, the chart in Figure 28 also includes 

the F1-macro for each model. The model chosen by Silva et al. (2021) achieved an F1-

macro of 0.945 (measure achieved by their chosen model on their validating dataset) 

whereas the best performing model in this research, the SVC, achieved an F1-macro of 

0.948. The SVC model displayed a performance that was closely comparable to the model 

selected by Silva et al. (2021) in their research, particularly when assessing F1-macro 

scores. 

C. PERFORMANCE OF THE SELECTED SVC MODEL 

Figure 30 illustrates the confusion matrix for the SVC model using the validation 

dataset. The validation set consisted of a total of 5,763 data points. 

 
Figure 30. SVC model confusion matrix using the validation dataset. 

As anticipated, the SVC model had a higher number of samples in the top-left 

(correctly identifying non-failures) and bottom-right (correctly identifying failures) 

quadrants. The preponderance of failures in the bottom-right quadrant is due to the nature 

of the analyzed data, as demonstrated by the fact that 71% of the data correspond to failures. 
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The remaining two quadrants contain the misclassified samples. A well-performing 

model’s confusion matrix should have a similar appearance, with dark colors in the 

diagonal indicating correct classification and light colors elsewhere. 

Figure 31 portrays the evaluation of the SVC model on the testing subset, the 2021 

data, with results provided for each individual aircraft type as well as for all the aircraft 

types aggregated together. The chart showcases the F1-score and accuracy values. Once 

again, the emphasis was given to the F1-score as it was the performance metric used to 

select the best model. Remarkably, the chosen SVC model maintained its level of 

performance when applied to entirely new data, both in terms of F1-score and accuracy. 

Specifically, the model’s F1-score and accuracy scores did not show significant changes 

when compared to its performance using the validation dataset. Therefore, these results 

indicate the model’s proficiency in classifying new data, at least for the specified aircraft 

types. 

 
Figure 31. Performance of the SVC model using the remaining data. 
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D. COMPARATIVE ANALYSIS OF MODELS IN THE PRESENT AND 
PREVIOUS RESEARCH 

To assess the improvement introduced by the present study, the model developed 

by Silva et al. (2021) was utilized to classify the testing dataset, which constitutes entirely 

new data. The resulting confusion matrix for both models, the SVC and Silva et al.’s (2021) 

model, is illustrated in Figure 32. It is evident that the present study has enhanced the 

performance on the non-failures labeled data. The misclassification of samples by Silva et 

al.’s (2021) model led to similar quantities in the first row of the confusion matrix, 

indicating that their model classified a higher number of samples as failures although they 

were actually non-failures. This significantly impacted the performance metrics, which are 

depicted in Figure 33. 

Figure 33 showcases the models’ performance in terms of three performance 

metrics: F1-score, F1-macro, and accuracy. It is noteworthy that the F1-score was the 

performance metric utilized to choose the superior model in this study, whereas the F1-

macro was the one selected by Silva et al. (2021). As previously stated, accuracy is also a 

useful metric for evaluating model performance, especially when there are many samples 

in the top-right quadrant of the confusion matrix, which could negatively impact the F1-

macro. 

 
Figure 32. Confusion matrix for the models after classifying the data from the 

year 2021. 

Acquisition Research Program 
Department of Defense Management 
Naval Postgraduate School 

77



 
Figure 33. Comparing the performance of the models classifying data from 

the year 2021. 

The model created in this study demonstrated superior performance in classifying 

entirely new data across all evaluation metrics presented in Figure 33. Notably, the results 

indicate that Silva et al.’s (2021) model was unable to maintain its performance when 

applied to completely new data, resulting in a decrease in the F1-macro score from 0.945 

to 0.771. This suggests that utilizing their model to classify new data would likely result in 

an overestimation of the number of failures in the system. 

It could be argued that the superior performance of the model developed in the 

current study was due to the inclusion of other types of aircraft. However, the model’s 

performance in classifying each aircraft type was evaluated separately to address this 

potential concern. Therefore, the testing dataset was separated by aircraft type, and then 

both models, the SVC and that of Silva et al. (2021), were used to classify these three 

separated datasets (attack_2021, training_2021, and transport_2021). The results showed 

that there were improvements in the performance of the model across all aircraft types. 

Figure 34 presents the percentage increase in performance metrics comparing the results 

achieved by the SVC model against the results achieved by Silva et al.’s (2021) model.  
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In the chart depicted in Figure 34, the blue bar represents the percentage difference 

between the numbers shown in Figure 33 (SVC model score minus the Silva et al. model 

score divided by the latter). As can be seen the SVC model performed better than the Silva 

et al. (2021) model for all types of aircraft on all metrics. Due to the similarities among the 

attack and training aircraft types and considering that the Silva et al.’s (2021) model was 

developed using data of the training aircraft type, it was expected that the most significant 

improvements would be observed in the classification of the transport aircraft type. 

Nonetheless, it should be noted that even for the same aircraft type used by Silva et al.’s 

(2021) model, the performance of the SVC model was superior. 

 
Figure 34. Percentage increase in performance of SVC model compared to 

Silva et al. (2021) model. 

All of the preceding findings support the fact that the current study has significantly 
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the incorrect classification. This would be especially useful for instances where the model 

assigned a high probability of an FCDD belonging to one class, but the manual 

classification placed it in the other class. To assign a class for a specific data point, the 

model calculates the probability of that data belonging to a defined category, in this case, 

the likelihood of a data point being a failure. Table 9 illustrates ten cases of FCDDs where 

the model calculated as highly likely to correspond to a failure but, in the manual 

procedure, was classified as a non-failure. The cases chosen had the top ten highest 

probability values of being a failure, as calculated by the model. This table presents the 

discrepancy description, the model-calculated probability of a data point being classified 

as a failure, the model’s classification, and the manual classification, with an added column 

showing what should, in reality, be the actual classification based on further investigation. 

Table 9. Top 10 FCDDs that have the highest probabilities of being failures. 

Translated Discrepancy 
Description 

Probability of 
Being Failure 

Model 
Classification 

Manual 
Classification Reality 

Inoperative hood. > 99.99% Failure Non-Failure Failure 
Reserve Horizon 2P dead. 99.53% Failure Non-Failure Failure 
Micro switch presenting insulation 
failure. 99.40% Failure Non-Failure Failure 
The aircraft after finishing the climb 
procedure (stabilizing straight and 
level); it was observed that the needle 
was marking 6,000 ft for a long time (it 
was not possible to specify the time).  

99.28% Failure Non-Failure Failure 

When starting the airplane, the ignition 
light did not turn on. With the switch on 
“normal” the vent light on the panel was 
on during start up; the switch was made 
to “vent” and then to “normal” again 
and the light continued on. 

99.26% Failure Non-Failure Failure 

In the first attempt to activate the rudder 
trim, it did not respond (1p and 2p). 
Instantly after it returned to action and 
during the rest of the flight showed no 
problem. 

99.09% Failure Non-Failure Failure 

Flying appropriate with a VOR station 
having the HSI centered and stable at 
the station’s radial 270º, the RMI 
remained stable at the radial 260º. 

98.76% Failure Non-Failure Failure 

No seat handle pin indication. 98.61% Failure Non-Failure Failure 
Dent in the left aileron. 98.59% Failure Non-Failure Failure 
Cutting rod with internal spring. 98.54% Failure Non-Failure Non-Failure 
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One of the primary assumptions of the current work was that the manual 

classification done in the datasets would be considered correct. However, the process of 

classifying nearly 40,000 FCDDs is time consuming and can be tedious. As humans, we 

are prone to making mistakes. The “Reality” column was added to Table 6 to show what 

would be considered the correct classification after a thorough and meticulous review of 

each description. Surprisingly the table reveals that the model accurately classified nine 

out of the ten cases displayed, despite being deemed incorrect. In other words, in nine out 

of the 10 cases shown in Table 6, the manual classification was found to be erroneous. This 

finding underscores that this primary assumption of 100% accuracy of the manual 

classifications may not be reliable. 

Table 10 presents a similar ‘top-ten’ analysis but focuses on the other type of error 

that the model may encounter, where the model classified an FCDD as having a very low 

probability of being a failure while the manual classification indicated it was a failure. As 

can be seen in the final “Reality” column, the table reveals that the model classification 

was actually correct in nine out of these 10 cases. 

Table 10. Top 10 FCDDs that have the lowest probabilities of being failures. 

Translated Discrepancy 
Description 

Probability of 
Being Failure 

Model 
Classification 

Manual 
Classification Reality 

Perform generator revision 
(worn brushes). 0.22% Non-Failure Failure Non-Failure 
Left landing gear tire with 
exposed frame. 0.72% Non-Failure Failure Non-Failure 

Replace right main landing gear. 1.41% Non-Failure Failure Non-Failure 
Corrective Maintenance. 1.83% Non-Failure Failure Failure 
Perform inspection to verify the 
left engine oil system (day 05). 1.92% Non-Failure Failure Non-Failure 
Spare and unserviceable 
materials for aircraft maintained 
by GLOG 3. 

2.93% Non-Failure Failure Non-Failure 

Perform cleaning of jet pumps 
screen filters. 2.94% Non-Failure Failure Non-Failure 

Worn brushes. 2.94% Non-Failure Failure Non-Failure 
Worn brushes. 2.94% Non-Failure Failure Non-Failure 
Worn brushes. 2.94% Non-Failure Failure Non-Failure 
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In summary, the model, leveraging its construction based on a large dataset, 

demonstrated its ability to discern patterns and identify failures, and even rectify some of 

the inaccuracies in the manual classification process. This suggests an enhancement in the 

quality of the overall classification process. 

F. COMPARISONS OF TIME SPENT ON DATA CLASSIFICATION 

One of the significant advantages of utilizing an ML model for data classification 

is the reduction in time required for classification, allowing for more focus on data analysis. 

The chosen model considerably reduced the time necessary for data classification. Figure 

35 presents a summary of the time required for manual classification of the datasets. 

The chart illustrates the amount of time taken to classify the data for each dataset. 

For the attack and transport aircraft type data of 2020, both cleaning and classification 

processes were done manually. For the remaining datasets, in order to save time as was 

explained in Chapter III, only the classification process was done manually. All 

classifications performed by the model took less than one minute, with an average of 15 

seconds, and were not represented in the chart. 

In the chart the gray bars represent the time spent to solely classify the data 

manually. The red bars represent the two datasets that were both cleaned and classified 

manually. The dashed red line is the average time spent on these tasks for those two 

datasets. The gray dashed line is the average time spent on the classification tasks of the 

other datasets. The training_2018 and training_2019 are not depicted here because they 

were cleaned and classified by Silva et al. (2021). In summary, the dashed gray line is the 

average time to classify one year of data, the red dashed line is the average time to clean 

plus classify one year of data. 
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Figure 35. Time spent on manually classifying the datasets. 

It is important to clarify that the reported average time of 15 seconds pertains to the 

time the trained model spent to classify the data. The process of training and validating the 

models, on the other hand, required a longer duration, ranging from six to eight hours for 

each model. However, this is considered a one-time cost as the trained and validated model 

can be used repeatedly without the need for further training and validation. Furthermore, it 

is worth noting that the training and validation process involves elapsed time of a computer 

and not human labor time. 

Averaging the time for the classification process alone, the model was able to 

reduce the time spent on this task from over three hours to just 15 seconds for each year’s 

worth of failure data, for each type of aircraft. This underscores the potential of this tool to 

be a powerful asset for the engineers working in the BrAF. 
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VI. CONCLUSION 

The BrAF, like other major flight operators, must effectively manage multiple 

aircraft fleets, which are costly assets. Incorrect decisions in managing these assets can 

result in significant financial waste and compromise mission success. Failure data collected 

from the field regarding these assets serve as crucial information for decision makers to 

assess system reliability, availability, and maintainability. These metrics aid in better 

planning for system needs and overall management. However, in order to obtain accurate 

and reliable information, it is imperative to use high-quality data, particularly in the context 

of the failure data in this study. BrAF engineers typically preprocess the data by classifying 

them as failures or non-failures for analysis, but this task is repetitive and time consuming. 

The purpose of this study was to develop and evaluate a machine-learning model capable 

of automatically performing this data classification task. Automating this process would 

minimize the potential for human error, improve the quality of the classified data, and save 

time for engineers, allowing them to allocate more time to analysis rather than data 

preprocessing. To guide the study, some research questions were proposed and are 

addressed in the next paragraphs. 

The first question was about understanding the procedures that BrAF uses to 

manage its failure data, and it was answered through the review of BrAF documentation. 

The RCM methodology has been widely recognized in the aviation industry for its superior 

performance in enhancing aircraft fleet operation and maintainability. An analysis of the 

official instructions and manuals of the BrAF revealed that the organization has an 

established structure and defined responsibilities for implementing RCM principles, which 

essentially involves treating and processing failure data. The documentation analysis also 

indicated that there is an established procedure in place for collecting and storing failure 

data. However, the process includes cases where data is recorded even if the event is not a 

genuine failure because it is still deemed necessary to be registered. In fact, it was observed 

that the BrAF database, from which engineers source their data, contains entries that do 

not represent failures. As a result, engineers need to filter the data obtained from the source 

before conducting their analysis. 
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The second question was related to the procedures that engineers in BrAF follow 

to process the failure data. A comprehensive review of 14 reliability reports done by BrAF 

engineers was conducted. The review demonstrated that the procedures vary depending on 

the goal of each analysis and each engineer. Nevertheless, it is unquestionable that there is 

a need to filter the data before any analysis. 

Given that the task of filtering data is repetitive and relies on observing 

discrepancies in the failure data descriptions, it is reasonable to expect that a machine-

learning approach would be capable of recognizing patterns and performing the task faster 

and with greater accuracy than manual classification by humans. Silva et al. (2021) 

developed models using five machine-learning techniques (Logistic Regression, Support 

Vector Classifier, Multinomial Naïve Bayes Classifier, Random Forest, and LightGBM) to 

perform this task and achieved promising results. Their study used data from 2018 and 

2019 that were taken primarily from training aircraft. 

In the present study, a more in-depth exploration of the theory behind each ML 

technique was conducted to better understand the mechanisms of data classification 

performed by each method. An exploration of the theoretical foundations and practical 

applications of each technique employed in the code developed by Silva et al. (2021) 

addressed the main point of the third and fourth research questions. The K-Nearest 

Neighbors algorithm was also included as a potential candidate because this method was 

not considered in Silva et al.’s (2021) research, even though it is among the most used 

methods to perform classification. Furthermore, the present study incorporated data from 

two other aircraft types, namely attack and transport aircraft, as well as from the training 

aircraft type, spanning 2018 to 2021. Chapter IV highlighted some differences between 

Silva et al.’s (2021) research and the present study. These differences, including data 

quantity and variety, the inclusion of a K-Nearest Neighbors classifier, and the choice of 

performance measure, have contributed to a deeper understanding of the classifiers and the 

failure data in the BrAF database. Future studies can benefit from the already noticed 

differences to further enhance the applicability of the classifiers. Those incorporated 

improvements were made to expand the potential application of the selected model to a 

broader range of possible classifications. 
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The results of the comparative analysis revealed that out of the eight models 

constructed, which included six models based on the theories mentioned in the previous 

paragraph, as well as two different ensembles that combined the aforementioned models, 

the SVC model yielded the best performance in terms of F1-score. The SVC model 

achieved an F1-score of 0.964 and an accuracy of 0.937. When compared to the model 

selected in Silva et al.’s (2021) study, the SVC model developed in the present research 

outperformed it in terms of both F1-score (0.958 versus 0.912) and accuracy (0.936 versus 

0.857) when classifying completely new data for both models. 

Furthermore, when analyzing the data of each aircraft type separately, the SVC 

model still demonstrated superior performance classifying all three aircraft types. Notably, 

the SVC model was able to accurately recognize more non-failure classifications compared 

to the model that was built previously, indicating its enhanced ability to distinguish 

between failure and non-failure events. 

The SVC model was able to perform the classification task for one year of data in 

15 seconds on average, whereas manual classification of the same data took three hours on 

average to complete. This finding shed light on the time-saving benefits of utilizing a 

machine-learning model for classification tasks, thereby addressing the fifth research 

question, which was related to time spent to preprocess the failure data. 

A fundamental assumption in the present research was that manual classification 

would be considered accurate, providing a baseline for comparison against which the 

machine-learning model would be trained and evaluated. However, it is well known that 

the manual classification process can be monotonous and tiresome, and humans are prone 

to making mistakes. Upon further analysis of the classifications made by the SVC model, 

it was observed that some of the classifications deemed incorrect in the validation process 

were actually correct. In these cases, the manual classification was found to be inaccurate. 

In conclusion, the findings of this study suggest that machine-learning models, 

particularly the SVC technique, exhibit significant potential for effectively classifying 

failure data sourced from the BrAF database, thus providing insights that address the sixth 

research question pertaining to the reliability of the classification performed by the model. 
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Furthermore, implementing these models significantly reduces the time required for 

classification. 

It should be noted that the SVC model used in this study incorporated data from 

various types of aircraft that are distributed across Brazil during its training process. Based 

on the findings from the comparison of the SVC model and Silva et al.’s (2021) model 

when analyzing new data for both models, an increase was observed in the overall 

performance of the model selected in the present research. Given that the model selected 

by Silva et al. (2021) was trained based on an aircraft that operates in a single region of the 

country, it shed light on the seventh research question, which was related to the ability of 

the model to accurately classify data from various aircraft that operate in different Brazilian 

regions. It demonstrated that having data from aircraft dispersed throughout the country 

may have influenced the improvement achieved. Nonetheless, it remains uncertain whether 

this improvement in performance was attributable to the inclusion of different types of 

aircraft or to the dispersion of data collected across various regions of the country. Future 

studies could investigate this matter by dividing data from the same type of aircraft across 

different regions of Brazil and assessing whether significant differences exist in the 

resulting classification performance. 

It is important to note that the results obtained in this research were based on data 

from three specific aircraft types. Applying the trained model to classify data from other 

aircraft types may yield different results. Further research and validation on various aircraft 

types are necessary to determine the generalizability and effectiveness of the model in 

diverse contexts. 

Ultimately, this study succeeded in addressing the primary research question about 

whether the Brazilian Air Force could enhance its repetitive task of classifying data by 

utilizing machine-learning techniques. Overall, the results of this investigation emphasize 

the potential of machine-learning to improve the efficiency and accuracy of failure data 

classification tasks in the aviation maintenance field. This, in turn, could support the 

implementation of Reliability Centered Maintenance approaches, ultimately leading to 

improvements in the operational performance and maintainability of aircraft fleets. 
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For the Brazilian Air Force, beyond the use of the model to classify failure data, it 

is worth mentioning two potential branches which, with further slight enhancement, could 

sharply improve some processes. The first area involves utilizing the foundational ideas of 

the code to enhance the failure data collection and recording processes. Specifically, the 

SILOMS database, which records the Defect Data Collection Forms, could analyze the 

discrepant description before recording it in the database. In cases where the analysis 

determines that the description on the form does not represent a failure, the system could 

prevent the maintainer from registering it. This would help ensure the database is filled 

with accurate and relevant data. 

Another area that could benefit from the model’s capabilities is inventory 

management. The Brazilian Air Force currently utilizes the SILOMS system to calculate 

the replenishment of spares to its inventory, with one of the sources being the Defect Data 

Collection Form. Using the model to double-check certain items’ failure would improve 

the accuracy in determining needed replenishment. This would be particularly valuable at 

the lower level of the workshops, as these repair workshops deal with a smaller number of 

different items. In addition, as is typically the case, each failure precedes a demand for the 

specific item required for repair, making the model’s ability to accurately identify failures 

a helpful tool to maintain optimal inventory levels. 

Future enhancements to the present research can potentially increase the 

generalizability and effectiveness of the machine-learning models in diverse contexts. 

Some of these are listed in the following paragraphs. 

1. One such improvement could involve evaluating the model’s performance 

in classifying data from other aircraft types, such as rotating wing aircraft 

types and fighters and assessing the model’s applicability in these 

contexts. It may be necessary to construct the model using data from these 

specific aircraft types to accurately classify their data. 

2. Another potential improvement could involve incorporating data classified 

by multiple analysts. Since each analyst may have his or her own unique 
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criteria for classification, relying solely on one person’s criteria may yield 

less optimal results. 

3. During the manual classification process, it was observed that a third class 

could be introduced beyond failure and non-failure. Therefore, testing the 

models based on three types, namely preventive maintenance, corrective 

maintenance, and non-failure, could provide additional information for 

analysis. 

4. Additionally, using other relevant columns or features, besides the 

discrepancy description, as input for model building and classification 

could enhance the model’s performance, as it would have access to more 

comprehensive information. 

These proposed improvements have the potential to refine the research and 

contribute to the overall accuracy and applicability of the machine-learning models in 

classifying failure data from the Brazilian Air Force’s database. 
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APPENDIX 

The algorithm was split into four sets of code that are provided in this appendix, 

following the requirements (libraries and their respective versions) used to run them in 

Python version 3.10.11. 

A. LOAD_AND_TRANFORM_DATA.PY 

#The first step is to import the libraries 

import pandas as pd 

import numpy as np 

import seaborn as sns 

import re, nltk 

from sklearn.feature_extraction.text import TfidfVectorizer, CountVectorizer, 

TfidfTransformer 

from sklearn.base import BaseEstimator, TransformerMixin 

from lightgbm import LGBMClassifier 

from sklearn.pipeline import Pipeline 

from sklearn.linear_model import LogisticRegression 

from sklearn.naive_bayes import MultinomialNB 

from sklearn.ensemble import RandomForestClassifier, VotingClassifier 

from sklearn.svm import SVC 

from sklearn.neighbors import KNeighborsClassifier 

from sklearn.metrics import accuracy_score, confusion_matrix, roc_auc_score, 

auc, roc_curve, f1_score, precision_recall_curve, classification_report, log_loss 

from nltk.corpus import stopwords 

from tqdm import tqdm 
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from sklearn.model_selection import RandomizedSearchCV, cross_val_score, 

StratifiedKFold, train_test_split 

from sklearn.inspection import permutation_importance 

import pickle 

import seaborn as sns 

import matplotlib.pyplot as plt 

 

#The following function was created to read the data. 

def read_data(ac_type, year, c_type): 

   data = pd.read_csv(‘..\\’\ 

                     + ac_type + ‘_’ + year + ‘.csv’,encoding = c_type) 

   data [‘Validacao’] = data [‘Validacao’].apply(lambda x: 1 if (x==“Sim”) else 

0) 

   return data 

 

# Following that, the data must be joined and split between the column of analysis 

and the validation 

def joining_data(join_list): 

   data = pd.concat(join_list) 

   data = data.loc [:,[‘DISCREPANCIA’, ‘UNIDADE’, ‘PROJETO’, 

‘MATRICULA’, ‘PN ITEM DEFEITUOSO’, ‘SN ITEM DEFEITUOSO’, ‘Validacao’]] 

   data = data.dropna(subset=[‘DISCREPANCIA’]) 

   data [‘DISCREPANCIA’] = data [‘DISCREPANCIA’].apply(str) 

   data.reset_index(drop=True, inplace=True) 

   return data 
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# the function was used to transform the text data and prepare it to be vectorized 

def text_transformer(raw_text): 

   def stemmer(text): 

       stemmer_nltk = nltk.stem.RSLPStemmer() 

       aux = ‘‘ 

       for sp in text.split(): 

           aux = aux + ‘ ‘ + stemmer_nltk.stem(sp) 

       return aux 

   x = raw_text 

   x = re.sub(r’\b [0-9]\d*[a-z]*’, ‘measure ‘, x) #Change the numbers followed by 

text to measure 

   x = re.sub(r’(?:[a-zA-Z]+[0-9]|[0-9]+[a-zA-Z])[a-zA-Z0-9]*’, ‘SNPNPUB’, x) 

#assume that is a PN or publication 

   x = x.lower() 

   x = re.sub(r’[^\w\s]+’, ‘ ‘, x) #take off special characters such as %, $, – etc 

   x = stemmer(x)#reduce the word to its radicals 

   return [word for word in x.split() if word not in stopwords.words(‘portuguese’)] 

#here the stopwords are removed 

 

# The function below splits the data into data for training and data for testing 

def split_train_test(joined_data, percentage = 0.2): 

   X_train, X_test, y_train, y_test = \ 

   train_test_split(joined_data [‘DISCREPANCIA’], joined_data [‘Validacao’], 

test_size = percentage) 

   return X_train, X_test, y_train, y_test 

Acquisition Research Program 
Department of Defense Management 
Naval Postgraduate School 

93



B. TECHNIQUES_BUILDING.PY 

from load_and_transform_data import * 

 

def lgbm_model(X_train, y_train): 

   pipeline = Pipeline([ 

       (‘bow’, CountVectorizer(analyzer=text_transformer, min_df = 4)),  # strings 

to token integer counts 

       (‘tfidf’, TfidfTransformer()),  # integer counts to weighted TF-IDF scores 

       (‘classifier’, LGBMClassifier(n_jobs=-1, random_state=12)),  # train on TF-

IDF vectors w/ Light GBM 

       ]) 

   params_tuning = { ‘classifier__n_estimators’: [10, 50, 100, 200]} 

   cv = StratifiedKFold(n_splits=5, shuffle=True, random_state=12) 

   search = RandomizedSearchCV(pipeline, params_tuning,  

                               cv=cv, n_iter=25, verbose=1, random_state=12, n_jobs=-1,  

                               scoring=‘f1’)\ 

                                   .fit(X_train,y_train) 

   model = search.best_estimator_ 

   params = search.best_params_ 

   return model, params, search 

 

def lr_model(X_train, y_train): 

   pipeline = Pipeline([ 
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       (‘bow’, CountVectorizer(analyzer=text_transformer, min_df = 4)),  # strings 

to token integer counts 

       (‘tfidf’, TfidfTransformer()),  # integer counts to weighted TF-IDF scores 

       (‘classifier’, LogisticRegression(n_jobs=-1, random_state=12)),  # train on 

TF-IDF vectors w/ Logistic Regression 

       ]) 

   params_tuning = {   ‘classifier__C’: [0.01, 0.1, 1, 10, 100], 

                       } 

   cv = StratifiedKFold(n_splits=5, shuffle=True, random_state=12) 

   search = RandomizedSearchCV(pipeline, params_tuning,  

                               cv=cv, n_iter=25, verbose=1, random_state=12, n_jobs=-1,  

                               scoring=‘f1’)\ 

                                   .fit(X_train,y_train) 

   model = search.best_estimator_ 

   params = search.best_params_ 

   return model, params, search 

 

def mnnbc_model(X_train, y_train): 

   pipeline = Pipeline([ 

       (‘bow’, CountVectorizer(analyzer=text_transformer, min_df = 4)),  # strings 

to token integer counts 

       (‘tfidf’, TfidfTransformer()),  # integer counts to weighted TF-IDF scores 

       (‘classifier’, MultinomialNB()),  # train on TF-IDF vectors w/ Multinomial 

Naive Bayes 

       ]) 
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   params_tuning = {   ‘classifier__alpha’: [0.01, 0.1, 1, 10, 100] 

                       } 

   cv = StratifiedKFold(n_splits=5, shuffle=True, random_state=12) 

   search = RandomizedSearchCV(pipeline, params_tuning,  

                               cv=cv, n_iter=25, verbose=1, random_state=12, n_jobs=-1,  

                               scoring=‘f1’)\ 

                                   .fit(X_train,y_train) 

   model = search.best_estimator_ 

   params = search.best_params_ 

   return model, params, search 

 

def rfc_model(X_train, y_train): 

   pipeline = Pipeline([ 

       (‘bow’, CountVectorizer(analyzer=text_transformer, min_df = 4)),  # strings 

to token integer counts 

       (‘tfidf’, TfidfTransformer()),  # integer counts to weighted TF-IDF scores 

       (‘classifier’, RandomForestClassifier(n_jobs=-1, random_state=12)),  # train 

on TF-IDF vectors w/ Random Forest Classifier 

       ]) 

   params_tuning = {   ‘classifier__n_estimators’ : [10, 25, 50, 75, 100, 200], 

                       ‘classifier__max_depth’ : [10, 20, 30], 

                       } 

   cv = StratifiedKFold(n_splits=5, shuffle=True, random_state=12) 

   search = RandomizedSearchCV(pipeline, params_tuning,  
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                               cv=cv, n_iter=25, verbose=1, random_state=12, n_jobs=-1,  

                               scoring=‘f1’)\ 

                                   .fit(X_train,y_train) 

   model = search.best_estimator_ 

   params = search.best_params_ 

   return model, params, search 

 

def svc_model(X_train, y_train): 

   pipeline = Pipeline([ 

       (‘bow’, CountVectorizer(analyzer=text_transformer, min_df = 4)),  # strings 

to token integer counts 

       (‘tfidf’, TfidfTransformer()),  # integer counts to weighted TF-IDF scores 

       (‘classifier’, SVC(probability=True, random_state=12)),  # train on TF-IDF 

vectors w/ Support Vector Machine 

       ]) 

   params_tuning = {   ‘classifier__C’: [0.01, 0.1, 1, 10, 100], 

                       } 

   cv = StratifiedKFold(n_splits=5, shuffle=True, random_state=12) 

   search = RandomizedSearchCV(pipeline, params_tuning,  

                               cv=cv, n_iter=25, verbose=1, random_state=12, n_jobs=-1,  

                               scoring=‘f1’)\ 

                                   .fit(X_train,y_train) 

   model = search.best_estimator_ 

   params = search.best_params_ 
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   return model, params, search 

 

def knn_model(X_train, y_train): 

   pipeline = Pipeline([ 

       (‘bow’, CountVectorizer(analyzer=text_transformer, min_df = 4)),  # strings 

to token integer counts 

       (‘tfidf’, TfidfTransformer()),  # integer counts to weighted TF-IDF scores 

       (‘classifier’, KNeighborsClassifier()),  # train on TF-IDF vectors w/ Support 

Vector Machine 

       ]) 

   params_tuning = {   ‘classifier__n_neighbors’: [1, 10, 25, 50, 100, 500], 

                       } 

   cv = StratifiedKFold(n_splits=5, shuffle=True, random_state=12) 

   search = RandomizedSearchCV(pipeline, params_tuning,  

                               cv=cv, n_iter=25, verbose=1, random_state=12, n_jobs=-1,  

                               scoring=‘f1’)\ 

                                   .fit(X_train,y_train) 

   model = search.best_estimator_ 

   params = search.best_params_ 

   return model, params, search 

C. APP_TECHNIQUES.PY 

from load_and_transform_data import * 

from techniques_building import * 
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class DataLoadSplit: 

   def __init__(self, aircraft_years): 

       self.aircraft_years = aircraft_years 

       self.data = self.join_data() 

       self.x_train, self.x_test, self.y_train, self.y_test = self.split_data() 

   def failure_data_read(self, ac_type, year): 

       if ac_type == ‘trainning’ and year == ‘2018’: 

           c_type = ‘utf-8’ 

       elif ac_type == ‘trainning’ and year == ‘2019’: 

           c_type = ‘utf-8’ 

       else: 

           c_type = ‘ISO-8859-1’     

       data = read_data(ac_type, year, c_type) 

       return data 

   def join_data(self): 

       join_list = [] 

       for ac_year in self.aircraft_years: 

           ac_type, year = ac_year [0], ac_year [1] 

           data = self.failure_data_read(ac_type, year) 

           join_list.append(data) 

       data = joining_data(join_list) 

       return data 

   def split_data(self, percentage=0.2): 

       x_train, x_test, y_train, y_test = \ 
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           split_train_test(self.data, percentage) 

       return x_train, x_test, y_train, y_test 

 

class LGBMModel: 

   def __init__(self, data_loader): 

       self.pipeline = Pipeline([ 

           (‘bow’, CountVectorizer(analyzer=text_transformer, min_df=4)),   

           (‘tfidf’, TfidfTransformer()),   

           (‘classifier’, LGBMClassifier(n_jobs=-1, random_state=12)),   

       ]) 

       self.model, self.params, self.search = self.fit_lgbm(data_loader) 

       self.x_train, self.x_test, self.y_train, self.y_test = \ 

           data_loader.x_train, data_loader.x_test, data_loader.y_train, 

data_loader.y_test 

       self.predictions = self.predict() 

       self.clasf_rep = self.cla_rep() 

       self.conf_mx = self.c_matr() 

       self.evaluation = self.evaluate() 

       self.best_param_nestimator = self.params [‘classifier__n_estimators’] 

   def fit_lgbm(self, data_loader): 

       model, params, search = lgbm_model(data_loader.x_train, 

data_loader.y_train) 

       return model, params, search 

   def predict(self, x_data=None): 
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       if x_data == None: 

           x_data = self.x_test 

       data_predict = self.model.predict(x_data) 

       return data_predict 

    

   def cla_rep(self): 

       clasf_report = classification_report(y_true=self.y_test, 

y_pred=self.predictions, digits=5) 

       return clasf_report 

    

   def c_matr(self): 

       conf_matrix = confusion_matrix(y_true=self.y_test, y_pred=self.predictions) 

       return conf_matrix     

 

   def evaluate(self): 

       clasf_report = self.clasf_rep 

       conf_matrix = self.conf_mx 

       return ‘\t\tClassification Report’ + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n’ + \ 

               clasf_report + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n\n’ + \ 

               ‘\t\tConfusion Matrix’ + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n’ + \ 

               str(conf_matrix) + ‘\n’ + \ 
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               ‘-------------------------------------------------------’ 

    

class LrModel: 

   def __init__(self, data_loader): 

       self.pipeline = Pipeline([ 

           (‘bow’, CountVectorizer(analyzer=text_transformer, min_df=4)),   

           (‘tfidf’, TfidfTransformer()),   

           (‘classifier’, LogisticRegression(n_jobs=-1, random_state=12)),   

       ]) 

       self.model, self.params, self.search = self.fit_lr(data_loader) 

       self.x_train, self.x_test, self.y_train, self.y_test = \ 

           data_loader.x_train, data_loader.x_test, data_loader.y_train, 

data_loader.y_test 

       self.predictions = self.predict() 

       self.clasf_rep = self.cla_rep() 

       self.conf_mx = self.c_matr() 

       self.evaluation = self.evaluate() 

       self.best_param_C = self.params [‘classifier__C’] 

 

   def fit_lr(self, data_loader): 

       model, params, search = lr_model(data_loader.x_train, data_loader.y_train) 

       return model, params, search 

   def predict(self, x_data=None): 

       if x_data == None: 
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           x_data = self.x_test 

       data_predict = self.model.predict(x_data) 

       return data_predict 

 

   def cla_rep(self): 

       clasf_report = classification_report(y_true=self.y_test, 

y_pred=self.predictions, digits=5) 

       return clasf_report 

    

   def c_matr(self): 

       conf_matrix = confusion_matrix(y_true=self.y_test, y_pred=self.predictions) 

       return conf_matrix     

 

   def evaluate(self): 

       clasf_report = self.clasf_rep 

       conf_matrix = self.conf_mx 

       return ‘\t\tClassification Report’ + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n’ + \ 

               clasf_report + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n\n’ + \ 

               ‘\t\tConfusion Matrix’ + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n’ + \ 

               str(conf_matrix) + ‘\n’ + \ 

               ‘-------------------------------------------------------’ 
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class MNNBCModel: 

   def __init__(self, data_loader): 

       self.pipeline = Pipeline([ 

           (‘bow’, CountVectorizer(analyzer=text_transformer, min_df=4)),   

           (‘tfidf’, TfidfTransformer()),   

           (‘classifier’, MultinomialNB()),   

       ]) 

       self.model, self.params, self.search = self.fit_mnnbc(data_loader) 

       self.x_train, self.x_test, self.y_train, self.y_test = \ 

           data_loader.x_train, data_loader.x_test, data_loader.y_train, 

data_loader.y_test 

       self.predictions = self.predict() 

       self.clasf_rep = self.cla_rep() 

       self.conf_mx = self.c_matr() 

       self.evaluation = self.evaluate() 

       self.best_param_alpha = self.params [‘classifier__alpha’] 

 

   def fit_mnnbc(self, data_loader): 

       model, params, search = mnnbc_model(data_loader.x_train, 

data_loader.y_train) 

       return model, params, search 

    

   def predict(self, x_data=None): 
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       if x_data == None: 

           x_data = self.x_test 

       data_predict = self.model.predict(x_data) 

       return data_predict 

    

   def cla_rep(self): 

       clasf_report = classification_report(y_true=self.y_test, 

y_pred=self.predictions, digits=5) 

       return clasf_report 

    

   def c_matr(self): 

       conf_matrix = confusion_matrix(y_true=self.y_test, y_pred=self.predictions) 

       return conf_matrix     

 

   def evaluate(self): 

       clasf_report = self.clasf_rep 

       conf_matrix = self.conf_mx 

       return ‘\t\tClassification Report’ + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n’ + \ 

               clasf_report + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n\n’ + \ 

               ‘\t\tConfusion Matrix’ + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n’ + \ 

               str(conf_matrix) + ‘\n’ + \ 
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               ‘-------------------------------------------------------’ 

 

class RFCModel: 

   def __init__(self, data_loader): 

       self.pipeline = Pipeline([ 

           (‘bow’, CountVectorizer(analyzer=text_transformer, min_df=4)),   

           (‘tfidf’, TfidfTransformer()),   

           (‘classifier’, RandomForestClassifier(n_jobs=-1, random_state=12)),   

       ]) 

       self.model, self.params, self.search = self.fit_rfc(data_loader) 

       self.x_train, self.x_test, self.y_train, self.y_test = \ 

           data_loader.x_train, data_loader.x_test, data_loader.y_train, 

data_loader.y_test 

       self.predictions = self.predict() 

       self.clasf_rep = self.cla_rep() 

       self.conf_mx = self.c_matr() 

       self.evaluation = self.evaluate() 

       self.best_param_nestimator = self.params [‘classifier__n_estimators’] 

       self.best_param_max_depth = self.params [‘classifier__max_depth’] 

 

   def fit_rfc(self, data_loader): 

       model, params, search = rfc_model(data_loader.x_train, data_loader.y_train) 

       return model, params, search 
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   def predict(self, x_data=None): 

       if x_data == None: 

           x_data = self.x_test 

       data_predict = self.model.predict(x_data) 

       return data_predict 

    

   def cla_rep(self): 

       clasf_report = classification_report(y_true=self.y_test, 

y_pred=self.predictions, digits=5) 

       return clasf_report 

    

   def c_matr(self): 

       conf_matrix = confusion_matrix(y_true=self.y_test, y_pred=self.predictions) 

       return conf_matrix     

 

   def evaluate(self): 

       clasf_report = self.clasf_rep 

       conf_matrix = self.conf_mx 

       return ‘\t\tClassification Report’ + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n’ + \ 

               clasf_report + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n\n’ + \ 

               ‘\t\tConfusion Matrix’ + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n’ + \ 
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               str(conf_matrix) + ‘\n’ + \ 

               ‘-------------------------------------------------------’ 

 

class SVCModel: 

   def __init__(self, data_loader): 

       self.pipeline = Pipeline([ 

           (‘bow’, CountVectorizer(analyzer=text_transformer, min_df=4)),   

           (‘tfidf’, TfidfTransformer()),   

           (‘classifier’, SVC(probability=True, random_state=12)),   

       ]) 

       self.model, self.params, self.search = self.fit_svc(data_loader) 

       self.x_train, self.x_test, self.y_train, self.y_test = \ 

           data_loader.x_train, data_loader.x_test, data_loader.y_train, 

data_loader.y_test 

       self.predictions = self.predict() 

       self.clasf_rep = self.cla_rep() 

       self.conf_mx = self.c_matr() 

       self.evaluation = self.evaluate() 

       self.best_param_C = self.params [‘classifier__C’] 

 

   def fit_svc(self, data_loader): 

       model, params, search = svc_model(data_loader.x_train, 

data_loader.y_train) 

       return model, params, search 
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   def predict(self, x_data=None): 

       if x_data == None: 

           x_data = self.x_test 

       data_predict = self.model.predict(x_data) 

       return data_predict 

    

   def cla_rep(self): 

       clasf_report = classification_report(y_true=self.y_test, 

y_pred=self.predictions, digits=5) 

       return clasf_report 

    

   def c_matr(self): 

       conf_matrix = confusion_matrix(y_true=self.y_test, y_pred=self.predictions) 

       return conf_matrix     

 

   def evaluate(self): 

       clasf_report = self.clasf_rep 

       conf_matrix = self.conf_mx 

       return ‘\t\tClassification Report’ + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n’ + \ 

               clasf_report + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n\n’ + \ 

               ‘\t\tConfusion Matrix’ + ‘\n’ + \ 
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               ‘-------------------------------------------------------’ + ‘\n’ + \ 

               str(conf_matrix) + ‘\n’ + \ 

               ‘-------------------------------------------------------’ 

    

class KNNModel: 

   def __init__(self, data_loader): 

       self.pipeline = Pipeline([ 

           (‘bow’, CountVectorizer(analyzer=text_transformer, min_df=4)),   

           (‘tfidf’, TfidfTransformer()),   

           (‘classifier’, KNeighborsClassifier()),   

       ]) 

       self.model, self.params, self.search = self.fit_knn(data_loader) 

       self.x_train, self.x_test, self.y_train, self.y_test = \ 

           data_loader.x_train, data_loader.x_test, data_loader.y_train, 

data_loader.y_test 

       self.predictions = self.predict() 

       self.clasf_rep = self.cla_rep() 

       self.conf_mx = self.c_matr() 

       self.evaluation = self.evaluate() 

       self.best_param = self.params [‘classifier__n_neighbors’] 

 

   def fit_knn(self, data_loader): 

       model, params, search = knn_model(data_loader.x_train, 

data_loader.y_train) 
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       return model, params, search 

    

   def predict(self, x_data=None): 

       if x_data == None: 

           x_data = self.x_test 

       data_predict = self.model.predict(x_data) 

       return data_predict 

    

   def cla_rep(self): 

       clasf_report = classification_report(y_true=self.y_test, 

y_pred=self.predictions, digits=5) 

       return clasf_report 

    

   def c_matr(self): 

       conf_matrix = confusion_matrix(y_true=self.y_test, y_pred=self.predictions) 

       return conf_matrix     

 

   def evaluate(self): 

       clasf_report = self.clasf_rep 

       conf_matrix = self.conf_mx 

       return ‘\t\tClassification Report’ + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n’ + \ 

               clasf_report + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n\n’ + \ 
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               ‘\t\tConfusion Matrix’ + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n’ + \ 

               str(conf_matrix) + ‘\n’ + \ 

               ‘-------------------------------------------------------’ 

 

class VotingModel1: 

   def __init__(self, data_loader, svc_loader, lr_loader, mnb_loader): 

       self.model = self.fit_voting1(data_loader, svc_loader, lr_loader, mnb_loader) 

       self.x_train, self.x_test, self.y_train, self.y_test = \ 

           data_loader.x_train, data_loader.x_test, data_loader.y_train, 

data_loader.y_test 

       self.predictions = self.predict() 

       self.clasf_rep = self.cla_rep() 

       self.conf_mx = self.c_matr() 

       self.evaluation = self.evaluate() 

        

   def fit_voting1(self, data_loader, svc_loader, lr_loader, mnb_loader): 

       pipeline = Pipeline([ 

                           (‘bow’, CountVectorizer(analyzer=text_transformer, min_df = 

4)),  # strings to token integer counts 

                           (‘tfidf’, TfidfTransformer()),  # integer counts to weighted TF-IDF 

scores 

                           (‘classifier’, VotingClassifier(estimators= 

                                                           [(‘svc’, SVC(C=svc_loader.best_param_C, 

probability=True, random_state=12)), 
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                                                           (‘lr’, 

LogisticRegression(C=lr_loader.best_param_C, n_jobs=-1, random_state=12)), 

                                                           (‘mnb’, 

MultinomialNB(alpha=mnb_loader.best_param_alpha)) 

                                                           ], 

                                                           n_jobs=-1, 

                                                           voting=‘soft’ 

                                                           )),  # train on TF-IDF vectors w/ Voting 

                                   ]) 

       model = pipeline.fit(data_loader.x_train,data_loader.y_train) 

       return model 

    

   def predict(self, x_data=None): 

       if x_data == None: 

           x_data = self.x_test 

       data_predict = self.model.predict(x_data) 

       return data_predict 

        

   def cla_rep(self): 

       clasf_report = classification_report(y_true=self.y_test, 

y_pred=self.predictions, digits=5) 

       return clasf_report 

    

   def c_matr(self): 
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       conf_matrix = confusion_matrix(y_true=self.y_test, y_pred=self.predictions) 

       return conf_matrix     

 

   def evaluate(self): 

       clasf_report = self.clasf_rep 

       conf_matrix = self.conf_mx 

       return ‘\t\tClassification Report’ + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n’ + \ 

               clasf_report + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n\n’ + \ 

               ‘\t\tConfusion Matrix’ + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n’ + \ 

               str(conf_matrix) + ‘\n’ + \ 

               ‘-------------------------------------------------------’ 

 

class VotingModel2: 

   def __init__(self, data_loader, svc_loader, lr_loader, lgbm_loader): 

       self.model = self.fit_voting2(data_loader, svc_loader, lr_loader, lgbm_loader) 

       self.x_train, self.x_test, self.y_train, self.y_test = \ 

           data_loader.x_train, data_loader.x_test, data_loader.y_train, 

data_loader.y_test 

       self.predictions = self.predict() 

       self.clasf_rep = self.cla_rep() 

       self.conf_mx = self.c_matr() 
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       self.evaluation = self.evaluate() 

        

   def fit_voting2(self, data_loader, svc_loader, lr_loader, lgbm_loader): 

       pipeline = Pipeline([ 

                           (‘bow’, CountVectorizer(analyzer=text_transformer, min_df = 

4)),  # strings to token integer counts 

                           (‘tfidf’, TfidfTransformer()),  # integer counts to weighted TF-IDF 

scores 

                           (‘classifier’, VotingClassifier(estimators= 

                                                           [(‘svc’, SVC(C=svc_loader.best_param_C, 

probability=True, random_state=12)), 

                                                           (‘lr’, 

LogisticRegression(C=lr_loader.best_param_C, n_jobs=-1, random_state=12)), 

                                                           (‘lgbm’, 

LGBMClassifier(n_estimators=lgbm_loader.best_param_nestimator, n_jobs=-1, 

random_state=12)) 

                                                           ], 

                                                           n_jobs=-1, 

                                                           voting=‘soft’ 

                                                           )),  # train on TF-IDF vectors w/ Voting 

                                   ]) 

       model = pipeline.fit(data_loader.x_train,data_loader.y_train) 

       return model 

    

   def predict(self, x_data=None): 
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       if x_data == None: 

           x_data = self.x_test 

       data_predict = self.model.predict(x_data) 

       return data_predict 

        

   def cla_rep(self): 

       clasf_report = classification_report(y_true=self.y_test, 

y_pred=self.predictions, digits=5) 

       return clasf_report 

    

   def c_matr(self): 

       conf_matrix = confusion_matrix(y_true=self.y_test, y_pred=self.predictions) 

       return conf_matrix     

 

   def evaluate(self): 

       clasf_report = self.clasf_rep 

       conf_matrix = self.conf_mx 

       return ‘\t\tClassification Report’ + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n’ + \ 

               clasf_report + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n\n’ + \ 

               ‘\t\tConfusion Matrix’ + ‘\n’ + \ 

               ‘-------------------------------------------------------’ + ‘\n’ + \ 

               str(conf_matrix) + ‘\n’ + \ 
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               ‘-------------------------------------------------------’ 

D. MODEL_BUILDER.PY 

from load_and_transform_data import * 

from techniques_building import * 

from app_techniques import * 

 

#Choose the data 

ac_types = [‘attack’, ‘training’, ‘transport’] 

years = [‘2018’, ‘2019’, ‘2020’] 

#sub_year = [‘2020’, ‘2021’] 

data_analyzed =[] 

for x in ac_types: 

   for y in years: 

       data_analyzed += [(x,y)] 

#Loading the data 

all_data = DataLoadSplit(data_analyzed) 

with open(‘all_data.pkl’, ‘wb’) as f: 

   pickle.dump(all_data, f) 

 

#Building the LGBM model 

all_data_lgbm = LGBMModel(all_data) 

with open(‘all_data_lgbm.pkl’, ‘wb’) as f: 

   pickle.dump(all_data_lgbm, f) 
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#Building the LR model 

all_data_lr = LrModel(all_data) 

with open(‘all_data_lr.pkl’, ‘wb’) as f: 

   pickle.dump(all_data_lr, f) 

 

#Building the MNNBC model 

all_data_mnnbc = MNNBCModel(all_data) 

with open(‘all_data_mnnbc.pkl’, ‘wb’) as f: 

   pickle.dump(all_data_mnnbc, f) 

 

#Building the RFC model 

all_data_rfc = RFCModel(all_data) 

with open(‘all_data_rfc.pkl’, ‘wb’) as f: 

   pickle.dump(all_data_rfc, f) 

 

#Building the SVC model 

all_data_svc = SVCModel(all_data) 

with open(‘all_data_svc.pkl’, ‘wb’) as f: 

   pickle.dump(all_data_svc, f) 

 

#Building the KNN model 

all_data_knn = KNNModel(all_data) 

with open(‘all_data_knn.pkl’, ‘wb’) as f: 

Acquisition Research Program 
Department of Defense Management 
Naval Postgraduate School 

118



   pickle.dump(all_data_knn, f) 

 

#Building the Voting model 

all_data_voting1 = VotingModel1(all_data, all_data_svc, all_data_lr, 

all_data_mnnbc) 

with open(‘all_data_voting1.pkl’, ‘wb’) as f: 

   pickle.dump(all_data_voting1, f) 

 

#Building the Voting2 model 

all_data_voting2 = VotingModel2(all_data, all_data_svc, all_data_lr, 

all_data_lgbm) 

with open(‘all_data_voting2.pkl’, ‘wb’) as f: 

   pickle.dump(all_data_voting2, f) 

E. REQUIREMENTS 

asttokens==2.2.1 

backcall==0.2.0 

click==8.1.3 

colorama==0.4.6 

comm==0.1.2 

contourpy==1.0.7 

cycler==0.11.0 

debugpy==1.6.6 

decorator==5.1.1 

et-xmlfile==1.1.0 
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executing==1.2.0 

fonttools==4.38.0 

ipykernel==6.21.2 

ipython==8.11.0 

jedi==0.18.2 

joblib==1.2.0 

jupyter_client==8.0.3 

jupyter_core==5.2.0 

kiwisolver==1.4.4 

lightgbm==3.3.5 

matplotlib==3.7.0 

matplotlib-inline==0.1.6 

nest-asyncio==1.5.6 

nltk==3.8.1 

numpy==1.24.2 

openpyxl==3.1.2 

packaging==23.0 

pandas==1.5.3 

parso==0.8.3 

pickleshare==0.7.5 

Pillow==9.4.0 

platformdirs==3.0.0 

prompt-toolkit==3.0.38 

psutil==5.9.4 
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pure-eval==0.2.2 

Pygments==2.14.0 

pyparsing==3.0.9 

python-dateutil==2.8.2 

pytz==2022.7.1 

pywin32==305 

pyzmq==25.0.0 

regex==2022.10.31 

scikit-learn==1.2.1 

scipy==1.10.1 

seaborn==0.12.2 

six==1.16.0 

sklearn==0.0.post1 

stack-data==0.6.2 

threadpoolctl==3.1.0 

tornado==6.2 

tqdm==4.64.1 

traitlets==5.9.0 

wcwidth==0.2.6 
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