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ABSTRACT 

Artificial intelligence (AI)/Large Language Models (LLMs) have shown promise 

in various tasks, but their use in authoring source selection evaluation factors in the 

Department of Defense (DoD) is not well studied. Understanding the effectiveness of AI-

authored evaluation factors is crucial for reliable decision-making. The integration of 

LLM technology in the DoD aligns with the rise of AI. This exploratory analysis 

investigated DoD acquisition professionals’ confidence in and bias toward AI-authored 

evaluation factors. Surveys at George Mason University (GMU) and Naval Postgraduate 

School presented professionals with requirements documentation and human or AI-

generated evaluation factors. Due to statistically significant differences between the 

surveys, only the GMU data was relied on. Statistical and qualitative analyses evaluated 

variations in confidence ratings across different participant groupings and authorship 

disclosure. Results reveal reduced confidence and slight algorithm aversion to AI-

authored factors versus human-authored, especially among older professionals. Despite 

limitations including sampling constraints, notable discrepancies emerge in perceptions 

of AI versus human outputs. Recommendations include the development of an AI guide 

to aid responsible use of AI in acquisitions. Further research with larger, varied samples 

and various AI tools is needed. This initial work advances AI integration policy 

discussions and public trust in defense acquisitions. 
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I. INTRODUCTION 

Artificial Intelligence (AI) and Large Language Model (LLM)1 technology has 

grown in public popularity since the inception of tools such as ChatGPT. As a result, 

companies have started to incorporate these tools into their business activities to enhance 

their strategies. For example, Walmart has incorporated a negotiation AI tool in its supply 

chain purchasing system (Van Hoek et al., 2022). The Department of Defense (DoD) has 

also begun exploration with AI but has not fully integrated AI within DoD practices. Our 

thesis explores the possibilities of AI and LLM within the DoD, specifically as it pertains 

to contract proposal evaluations.  

A. PROBLEM STATEMENT 

The DoD has recognized the growing popularity and importance of AI technology 

and established the Joint AI Center (JAIC) in 2018 to provide AI capabilities for military 

departments (Shanahan, 2018). The DoD later established the office of the chief digital 

and AI officer (CDAO) to take over the functions of the JAIC but operate at a higher 

level to strengthen and integrate data, AI, and digital solutions (Hicks, 2021). Therefore, 

it is inevitable that DoD acquisition teams will utilize AI and LLM technology to 

brainstorm, create, and evaluate acquisition products such as market research plans, 

acquisition plans, source selection plans, solicitations, proposal evaluations, negotiations, 

and award documents. 

Open AI’s ChatGPT, Google’s Bard, and Microsoft’s Bing Chat are well-known 

products, using underlying LLMs, that are already being used across the government 

landscape but cannot ingest sensitive information without security concerns. There is a 

potentially secure alternative being produced by Ask Sage, Inc. They are developing an 

alternative to Open AI’s Generative Pre-trained Transformer (GPT) platform, known as 

ChatGPT, which is currently only accredited for non-DoD and non-National Security 

Systems (NSS) environments. The new platform is designed to handle Controlled 

 
1 While we have a section that clarifies the difference between AI and LLM, the term “AI” and “LLM” 

are used interchangeably throughout our thesis. When the language used is a generality, we use “AI” as 
much as possible to ensure an easy read. 
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Unclassified Information (CUI) and For Official Use Only (FOUO) data, as well as 

intellectual property. Accreditation for DoD and NSS environments is pending (Ask 

Sage, 2023).  

The utilization of LLM technology, also known as AI, in the DoD source 

selection process raises significant research questions and hypotheses that warrant further 

investigation. LLMs have shown promise in various fields (Kalla & Smith, 2023), but 

their effectiveness in acquisitions, specifically generating evaluation factors, requires 

thorough exploration. Additionally, it is crucial to determine if acquisition professionals 

will have confidence in the evaluation factors authored by an AI. However, along with 

the technological confidence and challenges of AI development, there is a notable 

concern regarding AI bias. There are two extremes in AI bias, which includes AI distrust 

and the opposing force of overconfidence in AI.  

AI distrust, or algorithm aversion, is when people hesitate to rely on algorithms, 

despite their success (Mahmud et al., 2022). This happens when people are influenced by 

various factors, such as society or technical information, that brings a negative response 

to AI. The DoD must be able to address this phenomenon by being well-informed and 

reassure its personnel of the benefits in incorporating AI into daily work tasks.  

Overconfidence in AI, automation bias, is when people overly rely on automated 

systems without taking into account the limitations or possibility of errors (Bahner et al., 

2008). A plausible concern is that DoD personnel may overly rely on AI capabilities and 

fail to notice any discrepancies or errors in AI-made products. Therefore, in adopting 

LLM technology, the DoD must remain cautious of hype and align human and 

organizational incentives to ensure the reliable, effective, and safe integration of 

algorithms and autonomous systems in areas that enhance national security (Horowitz, 

2020).  
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Thus, our research questions are as follows:  

1. Research Question 1 
Do DoD acquisition professionals have confidence in AI-authored 
evaluation factors? 

2. Research Question 2 
Do DoD acquisition professionals demonstrate bias when they believe 
they are reading AI-authored evaluation factors?   

First, the government needs to ensure the quality of AI outputs and mitigate biases 

such as algorithm aversion and automation bias. To do this, the government needs to 

investigate if AI can produce products that professionals have confidence in and 

understand if bias exists and its impact on the mission. To assist the government and 

answer our research questions, we performed an exploratory analysis of two datasets. 

First, we analyzed secondary data from the George Mason University (GMU) executive 

education exercise described in the following paragraph. Second, we replicated the GMU 

exercise among Naval Postgraduate School (NPS) students and faculty. We analyzed the 

results from both datasets to investigate our research questions for our thesis. We provide 

further details of how we completed our analysis in Chapters III and IV, but the following 

paragraph provides a brief explanation of the GMU education exercise. 

In August 2023, GMU conducted an executive education exercise (see Appendix 

D) based on our design where Dr. Brett Josephson collected data from DoD acquisition 

professionals (students) on a set of agreement statements to include their confidence in 

both human and AI-authored evaluation factors (George Mason University, 2023). First, 

the professionals assessed their confidence in evaluation factors not knowing who 

authored them. Next, the author (AI or human) of the evaluation factors was disclosed, 

and the professionals were again asked to assess their confidence in the factors. This 

allowed a comparative analysis to understand if there was a difference in the acquisition 

professionals’ confidence level between human and AI-authored evaluation factors.  

By analyzing the confidence ratings of participants in both groups (GMU and 

NPS) and comparing the impact of the evaluation factors’ origin, the overall objective of 

our exploratory analysis is to shed light on the quality of AI-authored factors and how 

bias may influence participants’ confidence in the factors. Additionally, understanding 

these biases is crucial for promoting fair and objective evaluations and ensuring that the 
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use of AI does not introduce unintended issues in the decision-making processes. The 

results will provide valuable insights for the DoD in developing strategies to address 

potential biases and ensure the effective adoption of AI technology in the source selection 

process. Our research questions were inspired by various sources. 

B. INSPIRATION OF RESEARCH 

Initially, we came together with a shared interest in exploring a fundamental 

question pertaining to the use of AI: Can an “AI” like ChatGPT demonstrate greater 

consistency in decision-making compared to humans? The inspiration for this inquiry 

came from Capt (then 1st Lt) Brittany Thompson’s 2022 thesis titled Stated Intentions vs. 

Actual Behavior: Choice-Based Conjoint (CBC) in DoD Source Selections. Capt 

Thompson’s research, published in December 2022, sought to understand if people 

remembered their stated order of preferences as it is related to evaluation factors, and 

how well they remembered those preference by measuring their actual choices during a 

simulated source selection. Capt Thompson (2022) attempted to measure the extent of 

this disconnect by creating and employing a choice-based conjoint (CBC) model. The 

findings revealed that no participant could 100% align their choices with their order of 

preference in a simulated source selection. In other words, people have a hard time 

sticking to their stated preferences when faced with an overall offer choice. 

Capt Thompson’s thesis, drawing from COL (USARMY, Ret) Patrick Butler’s 

(2014) book Key Case Law Rules for Government Contract Formation, highlights a 

crucial finding regarding the current source selection procedures (SSPs) in the DoD; that 

the DoD SSPs have increased the organization’s exposure to protest risk. This heightened 

risk can be attributed, at least in part, to inconsistencies between the government’s stated 

order of importance for acquisition evaluation criteria during the pre-award phase and 

their actual decision-making behavior in source selections.  

Coincidentally, COL Butler is currently serving as a primary writer and researcher 

for MITRE Corporation’s Contract Protest Diagnostic Tool (CPDT). This tool provides a 

valuable resource for navigating protest case law, categorizing protests, and assessing 

their level of concern. Out of the 57 categories the tool contains, only three are rated as 

high level of concern, namely “Price Reasonableness,” “Evaluation in Strict Accordance 
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with the Solicitation,” and “Relative Importance of Factors and Subfactors in a 

Solicitation.” Under these categories are what the tool refers to as “hot spots” in which 

common problems within those categories are identified. The hot spots have a common 

thread: these are all related to fairness, clarity, and consistency (MITRE Corporation, 

2023).  

Capt Thompson, COL Butler, and the CPDT have a shared intent, which is to 

improve the source selection process to ensure a more consistent and fair process. With 

the introduction of ChatGPT, one of the initial research questions an acquisition 

professional may consider is: What if an AI/LLM could perform a source selection? 

Another question, for the more risk-averse, may be: Could an AI/LLM evaluate the 

results of a source selection effectively? We asked these questions with the intent to 

investigate and research for answers, but major concerns were raised about the potential 

sources for data. Which AI/LLM would we use, and how comfortable would contractors 

be with putting their sensitive/proprietary data onto that AI/LLM? Due to the sensitive 

nature of source selection data and the fact that no current LLM has received DoD 

approval to receive this data, the AI evaluation research questions were abandoned in 

favor of our more practical, though no less important, set of questions. It was imperative 

to pivot to a point in the source selection process with less data risk, but still ask 

questions where the answers may open doors to future discussion on using technology to 

improve government acquisitions.  

C. IMPACT OF RESEARCH 

The results of our research are twofold. It provides valuable insights for the DoD 

in developing strategies to address potential biases and ensure the effective adoption of 

AI technology in the source selection process. Also, by examining the impact of 

information about the origin of DoD contract source selection evaluation factors (human 

vs. AI) on personnel’s confidence levels, we can identify ways to ensure an appropriate 

level of trust in AI-authored outputs and promote informed decision-making. In 

conclusion, our exploratory analysis bridges the gap between theoretical concerns and 

practical implications by investigating the use of AI in DoD source selections. The results 

will inform policy discussions and provide valuable insights for decision-makers as they 
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navigate the complexities of incorporating AI technology into the acquisition process, 

fostering greater transparency, fairness, and confidence in the outcomes.  

D. WHAT’S TO COME 

This chapter introduced our exploratory analysis and our problem statement, 

which is determining if DoD acquisition professionals will have confidence in AI-

developed source selection evaluation factors and if there is a significant concern 

regarding AI bias. The chapter also discussed the inspiration for our analysis, which came 

from the work of Capt Brittany Thompson and COL (USARMY, Ret) Patrick Butler. 

Chapter II includes a review of the relevant literature on efforts toward and the 

potential use of AI technology in DoD acquisitions. This includes an introduction to the 

DoD SSPs, followed by a discussion of the challenges and opportunities associated with 

using AI in this context, as well as the potential for bias associated with technology. 

Chapter III covers the methods we used to collect and analyze data for our 

exploratory analysis. This includes a description of the secondary data that we used, as 

well as the details of the survey that was administered to NPS students and faculty. 

Chapter IV presents the results of our exploratory analysis. This includes an 

analysis of the confidence ratings of participants from various perspectives, as well as a 

comparison of the impact of the evaluation factors’ origin. 

Chapter V concludes with a discussion on the implications of the analysis’ 

findings. This includes a discussion of the potential for AI technology to improve the 

source selection process, as well as the recommendations to ensure the effective adoption 

of this technology. 
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II. LITERATURE REVIEW 

This chapter is split into four parts. The first part includes a brief description of 

the DoD SSPs and why an understanding of these procedures is beneficial for our thesis. 

We expand on common challenges and some prior research, specifically from NPS, to 

address these challenges. The second part explores the definitions and differences 

between AI and LLM, including how both are classified. Then, we move to the third part 

where we connect DoD source selection with AI and LLM. We explore the DoD’s 

attempts to incorporate AI, what some DoD agencies are currently trying to achieve, and 

review literature that explores how else the DoD can implement AI within the acquisition 

process. Finally, we review some of the risks and biases that come with using AI. While 

the areas of risk and bias are extensive, we key in on specific risks and biases applicable 

to our thesis.  

A. DOD SOURCE SELECTION 

Competition has been the foundation of the U.S. free market economy. However, 

the DoD did not fully implement competition until 1984 when the Competition in 

Contracting Act (CICA) was enacted and signed into law. At this point, Congress 

considered competition to be essential in the DoD acquisition process to ensure 

appropriate expenditure of the taxpayer’s dollars. While the DoD has various methods of 

contracting today, CICA ensured two primary methods to promote competition to the 

fullest extent possible: sealed bidding and competitive proposals (Deficit Reduction Act, 

1984). Sealed bidding is essentially used to evaluate proposals based on price and pass/

fail criteria. Competitive proposals (also known as contract through negotiation), on the 

other hand, are used to evaluate using a combination of price and factors other than price 

(FAR 6.4, 2023). This allowed for a more flexible acquisition that met the competition 

requirements of CICA. Later, the DoD SSPs was established to standardize the process 

across the military departments. 



Acquisition Research Program 
department of Defense Management - 8 - 
Naval Postgraduate School 

1. DoD Source Selection Procedures 

The DoD SSPs provides a structured approach to assess competitive offers (the 

source selection), ensuring compliance with policies, procedures, and evaluation criteria 

outlined in Defense Federal Acquisition Regulation Supplement (DFARS) Policies, 

Guidance, and Information (PGI) 215.3. The following descriptions of the applicable (to 

our thesis) activities within the DoD SSPs are paraphrased information from DFARS PGI 

215.3 (2023). 

a. Conduct Acquisition Planning 

This activity involves identifying the need for a new product or service, 

developing requirements, and determining the best acquisition strategy. This activity 

informs the activities that follow it, and if the requirement is not well-defined then the 

source selection will be flawed.  

b. Develop a Source Selection Plan 

This activity outlines the steps that will be taken during the source selection 

process. It should include information on how proposals will be evaluated, how trade-offs 

will be made, and how the final award decision will be made. The source selection plan 

should be clear, concise, and consistent with the Federal Acquisition Regulation (FAR).  

c. Develop the Request for Proposals 

The request for proposals (RFP) is the document that is used to solicit proposals 

from potential contractors. It should clearly state the government’s requirements and 

should be written in a way that is easy to understand. The RFP should also be consistent 

with the source selection plan. An RFP consistent with the SSPs helps to prevent protests 

from being filed on the grounds that the RFP was not clear or that it did not accurately 

reflect the government’s requirements. 

d. Release the Request for Proposals 

Once the RFP is developed, it must be released to potential contractors. The 

release of the RFP should be done in a timely manner and should be made available to all 

interested parties. This will help to ensure that all potential contractors have an 
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opportunity to compete for the award. This includes competitions that are classified as 

“full and open” as well as “limited sources.” Sole source acquisitions include the use of 

RFPs, but since this type of acquisition includes only one potential contractor, the 

timeliness factor is subverted by the nature of the acquisition. 

e. Evaluation Activities (Trade-off) 

During the evaluation phase, proposals are assessed against the evaluation criteria 

and scored. Trade-offs are made between proposals to determine which proposal is the 

best value for the government. It is important to carefully evaluate all proposals and to 

make sure that the trade-offs are fair and objective. This will help to prevent protests 

from being filed on the grounds that the evaluation process was not fair or that the 

government did not select the proposal that best met the requirements of the RFP. 

The process is designed for the DoD to select a proposal that ensures the 

warfighter receives the best value for its procurement dollars. This can be done through 

various procurement strategies, but the three fundamental strategies are subjective trade-

off, Value Adjusted Total Evaluated Price (VATEP) trade-off, and lowest price 

technically acceptable (LPTA). Our thesis explores the subjective trade-off strategy. 

2. Source Selection Strategy: Why Subjective Trade-off 

In Capt Thompson’s (2022) research, it was noted that from 2013 to 2021 

“unreasonable evaluations” were seen in many sustained protests during source selection 

activities involving subjective trade-offs. This was specific to the evaluation of technical, 

past performance, and cost or price factors. The Government Accountability Office 

(GAO) continued to cite unreasonable technical evaluation in their 2022 bid protest 

report. They also cited flawed source selection decision as another reason for sustaining a 

bid protest (Perez, 2022). For this reason, DoD Source Selection subjective trade-off 

strategy is an intriguing topic to explore for investigating other means of improving the 

desired outcome.  



Acquisition Research Program 
department of Defense Management - 10 - 
Naval Postgraduate School 

3. Challenges in DoD Source Selection 

As introduced in Chapter I, MITRE Corporation’s (2023) CPDT provides a 

valuable resource for navigating protest case law, categorizing protests, and assessing 

their level of concern. Out of the 57 subjects categorized, only three are rated as high 

level of concern, namely “Price Reasonableness,” “Evaluation in Strict Accordance with 

the Solicitation,” and “Relative Importance of Factors and Subfactors in a Solicitation” 

(MITRE Corporation, 2023). The Price Reasonableness category pertains to the ability to 

determine if a price is too high. However, price evaluation factors are not of interest in 

our thesis. Therefore, the subsequent five paragraphs of this section discuss the hot spots 

of the non-price related categories. The discussion is paraphrased from the MITRE 

Corporation’s (2023) CPDT (tool).  

a. The Agency’s Evaluation Must Be Consistent with the Stated Evaluation 
Criteria 

The source selection team should follow the stated evaluation factors in the 

solicitation when evaluating proposals, rather than evaluating against undisclosed factors 

they wish had been included. The resulting evaluation of proposals and source selection 

decision must show an evident connection to each of the evaluation factors stated in the 

solicitation. If there is no evident connection, then the source selection team’s evaluation 

would be considered improper and open to grounds for a sustained protest. There is the 

possibility of evaluating proposals against an “undisclosed evaluating factor” where the 

factors may not be directly stated in the solicitation, but they are reasonably connected.  

For example, a solicitation may require that an offeror’s proposals provide a 

detailed technical approach with enough information to show an understanding of the 

requirement and a description of how it will achieve the statement of work. The 

solicitation may also ask for a minimum of documentation of supervision, personnel 

experience, and a schedule. The source selection team may determine an offeror’s 

proposal to be weak if it does not address project management/timelines and 

organizational charts. In this example, the solicitation did not directly request project 

management/timelines and organizational charts. However, those elements may be 

reasonably linked to the requirement of documentation of supervision, personnel 
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experience, and a schedule. In this case, the use of undisclosed evaluation factors is 

properly applied (Gamboa, 2003). 

A solicitation may state that an offeror’s proposals will be evaluated for the 

effectiveness and feasibility of the technical approach. However, if the source selection 

team determines an offeror’s proposal to be weak for not being innovative, this would be 

an example of an improper use of an undisclosed evaluation factor. In this example, being 

innovative may not be reasonably linked to effectiveness and feasibility of the technical 

approach. Therefore, it did not follow the stated evaluation factors and would be at risk of 

a sustained protest (Kepplinger, 2007). 

b. The Agency’s Evaluation Must Be Consistent for All Offerors 

Being consistent and treating all offerors’ proposals equally in a source selection 

is an issue that has been identified in some source selection activities. Source selection 

teams must ensure that if they identify a strength in one offeror’s proposal, they do the 

same for the rest. The same treatment must be followed when they identify a weakness as 

well. If the source selection team fails in either case, they can be perceived as unfair and 

biased toward a particular offeror. Equal treatment must be followed throughout the 

source selection process, including in discussions. Unequal treatment in discussions can 

mislead one offeror and affect the resulting selection decision (Kepplinger, 2008). 

Therefore, to decrease the risk of a sustained protest, consistency and equal treatment are 

applied not only during evaluations but at all source selection activities. An example 

relating to evaluation factors includes the possibility of including factors that bias the 

award to an incumbent. Acquisition professionals must be cautious to ensure evaluation 

criteria only include those factors that ensure a best value outcome for the government 

without unnecessarily limiting competition. 

c. Disclosure of Evaluation Factors May Be Required When Using 
Simplified Acquisition Procedures 

Simplified Acquisition Procedures (SAP) are procurement procedures for 

acquisitions that fall within the scope of FAR 13.000 (2023), and that do not exceed the 

simplified acquisition threshold except for the instances described in FAR 13.5. The 
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purpose of SAP is essentially to simplify the acquisition process and create opportunities 

for small businesses (FAR 13.002, 2023). 

Though the process is simplified in FAR Part 13, according to the MITRE 

Corporation’s (2023) CPDT (tool) an acquisition that utilizes the SAP method may still 

need to state evaluation factors in the solicitation. Additionally, the evaluation factors 

should be organized in an order of importance structure. The issue here, however, is that 

SAP acquisitions’ purpose of simplicity is overemphasized, which causes source 

selection teams to overlook the requirement of evaluation factors. As a result, the risk of 

a sustained protest is increased by this negligence (Gamboa, 2001). Furthermore, source 

selection teams and contracting officers sometimes fail to understand FAR Provision 

52.212-2 – Evaluation – Commercial Items, which is frequently used in SAP 

acquisitions. This provision calls for the use of evaluation factors and their relative 

importance, which further supports the assertion being made in this section (FAR 52.2, 

2023). 

d. Failure to State the Relative Order of Importance of Factors and 
Subfactors 

For a product and service to be appropriately executed and fulfilled on a contract, 

it is important to evaluate offerors using evaluation factors related to the requirement. 

However, sometimes not all evaluation factors are equally important, as some are more 

crucial to the implementation of the contract. Therefore, evaluation factors should be 

organized in an order of importance structure, and it should be clearly stated in the 

solicitation. This will allow proper rating and decision-making. Disregarding an order of 

importance indicates an equal weight to all factors and should be treated as such during 

the source selection process. This is where issues tend to arise: solicitations sometimes do 

not indicate an order of importance, yet the source selection team will evaluate with their 

perceived order of importance. This negligence creates an unreasonable acquisition 

environment and a protester’s case would be held in the court of law (Gamboa, 2004). 

Hence, it is essential for source selection teams to follow their stated order of importance 

or treat each factor equally to reduce the risk of a sustained protest. 
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e. Applying an Order of Importance that Differs from the Order of 
Importance Stated in the Solicitation 

In a fair and reasonable acquisition, solicitations should inform offerors of the 

means of how their proposals will be evaluated. Furthermore, it is important to follow the 

stated evaluation intentions in the solicitation and ensure the source selection team does 

not go against specific details such as the order of importance. This includes specific 

wording in the solicitation. For example, if a solicitation states that an offeror’s proposals 

will be evaluated “for technical merit on a quality basis,” it is reasonable to anticipate that 

proposals exceeding the technical requirements will be evaluated/rated higher than those 

simply meeting the requirement (Poling, 2013). However, if a source selection team 

assumes they can conduct a trade-off to choose an offeror’s proposal that meets the 

minimum technical requirement and is of lower price than those that exceed the 

requirement, they will be at a higher risk of a sustained protest. Hence, this section 

emphasizes the need to ensure that the order of importance assigned to factors and 

subfactors in the solicitation aligns with the actual evaluation process, including in 

specific wording of stated evaluation intentions. Consistency in applying the order of 

importance is crucial for fairness and maintaining the integrity of the source selection 

process. For an acquisition team to get the order right, they must first develop clear and 

discriminating non-price factors that would lead to the best possible value to the 

government. Additionally, they must understand how important price is when compared 

to those factors.  

4. Prior Research in DoD Source Selection 

DoD Source Selection has been a crucial topic in previously published theses. In 

fact, recent NPS theses revealed similar objectives of exploring issues in source selection 

activities. Three theses measured the use of LPTA and ambiguous language in source 

selection guides; the relationship of bid protests in government acquisitions, which 

resulted in a correlation with source selection activities; and inconsistencies in stated 

versus actual evaluation activities. The efforts of the researchers’ theses are discussed in 

the next three sections. 
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a. Lowest Price Technically Acceptable (LPTA): A Stakeholder Perspective 

Jarreau et al. (2020) researched how ambiguous language in source selection 

guides affects the use of LPTA in DoD acquisitions. Their intentions and research 

questions were focused on applying stakeholder theory to assess the outcomes of DoD 

acquisitions when LPTA is inadequately utilized. Furthermore, they explored current 

source selection guides to discover whether ambiguous language or biases exist. Jarreau 

et al.’s (2020) research methodology consisted of a review of past and current policies 

and guidance, literature review of theories and source selection articles, and a review of 

previous source selection reports and surveys. 

Jarreau et al. (2020) concluded that current guidance is excessively restrictive and 

unnecessarily ambiguous, which leads to the poor implementation of acquisition 

strategies. There is also an inherent preferred method for LPTA that inhibits acquisition 

teams and contracting officers to adequately conduct source selection. So, guidance needs 

to be adjusted for clarity and to allow trust in acquisition teams and contracting officers 

to apply appropriate source selection methods. The researchers further concluded that 

once clarity and trust are incorporated, appropriate training needs to be enforced. This is 

more based on changing source selection guidance and not on a current lack of training. 

Their research, however, was limited to their research methodology. They relied 

solely on open-sourced, available data and were not able to collect real-time data. In other 

words, the researchers did not have the opportunity or availability to survey current 

contracting offices/personnel to assess their research questions. Nonetheless, their 

findings added to the greater acquisition community.  

b. Elements That Lead to Government Bid Protest and Whether 
Uncertainty in the Procurement Environment Is a Contributing Factor 

In that same year, Brescini and Giacalone (2020) examined the relationship 

between protests in the Department of Navy acquisitions and uncertainties. Their 

objective was to analyze and identify variables contributing to bid protests, which could 

be used to predict the probability of potential risks in future Naval acquisitions. Research 

methodology was a mathematical analysis (regression) of contract actions and key terms 

related to uncertainties in source selection and contract types.  
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Brescini and Giacalone (2020) found that trade-off source selection strategies 

were one of two common elements related to bid protests in 2019. They further created a 

model that classified uncertainties in the acquisition process that had a 98.2% accuracy 

and was indicated to be a strong model for prediction. Overall, one of the themes 

identified in their research is that many bid protests on Naval acquisitions are related to 

source selection activities. Therefore, there are certain variables that must be assessed for 

risks and carefully implemented to lower the chances of a dispute or protest. 

The limitations of their research included a single focus on Naval contract actions 

within Fiscal Year (FY) 2019. This meant that their research was relevant and recent but 

did not incorporate any historical data to help assert any claims or findings. Brescini and 

Giacalone (2020) were also limited to publicly available data. While contract actions are 

required to be publicized, there are exceptions to uphold national security. Therefore, the 

researchers asserted that their data could be stronger if those unpublicized contract 

actions were available.  

c. Stated Intentions vs. Actual Behavior: Choice-Based Conjoint (CBC) in 
DoD Source Selections 

Capt Thompson (2022) assessed the level of disconnect between individuals’ 

stated preferences and their actual decisions in source selections within the DoD. In doing 

so, the overall objective of the research was to improve the use of source selection 

evaluation criteria to better government spending. Capt Thompson measured the extent of 

the level of disconnect by creating and employing a CBC model, surveying acquisition 

professionals. She also conducted interviews and employed various quantitative tools 

such as heat maps to evaluate her results.  

Capt Thompson’s (2022) findings revealed that none of the subjects in her 

research could 100% accurately align their stated preferences with their actual choices in 

a source selection. This indicated that government acquisition professionals may not be 

properly prepared to appropriately conduct source selections, which could lead to 

protests. As a result, Capt Thompson suggested a more quantitative approach to handling 

source selections, such as a CBC. 
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In her thesis, Capt Thompson discussed some limitations that could affect her 

research. First, she operated in a simulated environment. There were no risks or 

consequences to the participants of her study, which meant their choices may not have 

been realistic. This would possibly invalidate some of the data recorded and analyzed. 

Another limitation was the number of respondents that participated in her research. It was 

not significant enough to result in perfect data. This made it difficult to provide impactful 

recommendations and conclusions since she needed more diversity to represent different 

groups of people. Furthermore, she discovered flaws in the design of her research and 

understood that there were areas that could have been clearer and more specific. Still, 

with these limitations in mind, Capt Thompson was able to answer her research question 

and make exploratory conclusions. 

d. Summary of Prior Research in DoD Source Selection 

The research performed in these theses focused solely on current uses and 

applications of source selection or by incorporating long-standing commercial technology 

and models such as CBC into the current process. By focusing on current functions, there 

is a gap in research on incorporating emerging technologies, such as those in AI/LLM. 

Therefore, our exploratory analysis is targeted to help bridge that gap since emerging 

technology has been one of the focus areas in the DoD and exploring AI/LLM is one way 

to achieve that (Department of Defense [DoD], 2018).  

B. AI AND LLM TECHNOLOGY 

The purpose of this section is to introduce AI and LLM. There are certain 

questions that are important to answer in this section to properly introduce these 

concepts. What is AI? What can it do? What is the potential future of AI? What is an 

LLM? How can LLMs be used by the government to assist in acquisitions, specifically 

source selections? First, an introduction to AI. 

1. What Is AI? 

When looking at the word intelligence, there are many definitions that can be used 

to understand what it is (Hassani et al., 2020). Likewise, AI can be defined in many ways 

as well. The Merriam-Webster dictionary (n.d.a) defines AI as “the capability of 
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computer systems or algorithms to imitate intelligent human behavior.” But what is 

“intelligent human behavior”? Is AI restricted to only computer systems or algorithms? 

Mijwil and Abttan (2021) defined AI as “computers or computer-supported machines that 

have the ability to understand difficult algorithms” (p. 87). They went on to describe that 

these algorithms would mimic abilities such as problem solving, understanding context, 

learning, remembering, understanding, and even the human personality. They also 

believed that by the year 2040 “artificial intelligence will have a great role in controlling 

everything and will do what humans are currently doing in a large proportion” (Mijwil & 

Abttan, 2021, p. 92). For DoD purposes, a recent executive order from President Biden 

provides a more comprehensive definition of AI: 

The term “artificial intelligence” or “AI” has the meaning set forth in 15 
U.S.C. 9401(3): a machine-based system that can, for a given set of 
human-defined objectives, make predictions, recommendations, or 
decisions influencing real or virtual environments. Artificial intelligence 
systems use machine- and human-based inputs to perceive real and virtual 
environments; abstract such perceptions into models through analysis in 
an automated manner; and use model inference to formulate options for 
information or action. (Exec. Order No. 14110, 2023, Section 3(b)) 

The executive order further defines AI model as: “A component of an information system 

that implements AI technology and uses computational, statistical, or machine-learning 

techniques to produce outputs from a given set of inputs” (Exec. Order No. 14110, 2023, 

Section 3(c)). 

Professor Makridakis, the Director Institute for the Future (IFF) from the 

University of Nicosia, Cyprus, explored the definition of AI even further. He claimed that 

AI is more than computers or machines. In his research, he first explained the intelligence 

gap between household machines and AI by describing the simple function of a 

thermostat. Thermostats are a type of intelligence that keep temperatures at a desired 

level. Computers, on the other hand, are more capable than thermostats and make higher-

level decisions. However, both thermostats and computers are pre-programmed. 

Makridakis (2017) claimed that AI can do more than what thermostats and computers can 

do; AI can learn (p. 49).  
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While Mijwil and Abttan (2021), Makridakis (2017), and Exec Order No. 14110 

(2023) have described AI more than how the Merriam-Webster dictionary defines it, all 

three descriptions are still somewhat broad. To have a better understanding of AI, the 

different classifications and functions should be discussed. There are different ways to 

classify AI, but Hassani et al. (2020) explained two distinctive categories that can be 

considered. The first category classifies AI into four classifications according to the 

machines’ likeness to the human mind, “and their ability to ‘think’ and even ‘feel’ as 

humans” (Hassani et al., 2020, p. 145): 

• Reactive machines, as the name implies, react or respond to various inputs. They 
cannot use previous experiences to affect current actions (no memory-based 
functionality) which means that reactive machines do not learn. 

• Limited-memory machines have the same functions as reactive machines, but 
limited-memory machines can use previous experiences to affect current actions. 
“Almost all current applications of AI—from chatbots and virtual assistants to 
self-driving vehicles—fall into this category of AI” (Hassani et al., 2020, p. 146). 

• Theory of mind AI can interact more with users by “discerning their needs, 
emotions, beliefs, and thought processes” (Hassani et al., 2020, p. 146). However, 
these types of AI are still being researched and developed by the AI community. 

• Self-aware AI are the most comparable to human brain-like functions. While 
theory of mind AI can perceive human needs and emotions, self-aware AI can 
have needs and emotions of its own. This type of AI, however, is currently a 
concept and can be thought of as the end goal for AI development.  

The second category classifies AI into three classifications using a technology-oriented 

approach (Hassani et al., 2020, p. 146): 

• Artificial narrow intelligence (ANI) are machines that have and can only perform 
specific functions that they are programmed to do. All current AI machines fall 
under this category.  

• Artificial general intelligence (AGI) can perform beyond specific programs and 
function more like humans. Like theory of mind AI, AGI is still being researched 
and developed.  

• Artificial superintelligence (ASI) is even higher than AGI and can outperform the 
human brain. ASI machines are currently hypothetical and would be deemed the 
peak of AI research and development. 

These two categories of classifying AI show that AI is more than just computers 

that can learn as defined by Mijwil and Abttan (2021) and Makridakis (2017). AI covers 

a broad spectrum of machines. Theory of mind AI, self-aware AI, AGI, and ASI are more 
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like the AI we see in movies, such as the 1984 movie The Terminator. Reactive 

machines, limited-memory machines, and ANI are the AI we use today, like ChatGPT.  

In addition to classifications, AI can be looked at by its function as well. Collins 

et al. (2021) highlighted six primary functions of AI: 

• Expert systems (ES) are AI programs that imitate problem-solving behavior of 
humans. 

• Machine learning is a function where machines learn and have outputs based on 
data. So, the AI improves as it gets more data.  

• Robotics are machines that physically perform tasks (e.g., moving a cup from one 
table to another).  

• Natural language processing (NLP) focuses on the function of AI that 
comprehends and generates human language. 

• Machine vision is like NLP but uses images instead of language.  
• Speech recognition is a function where AI translates spoken words into text.  

The functions of AI highlight the wide range of tasks AI can perform, from image and 

language comprehension to decision-making and carrying out physical tasks. The 

functions also show that AI is more than just machines, they are programs and models 

that mimic human behavior. In understanding these AI functions and the categories of 

classifications, we see that there are various forms of AI; LLM being one of those forms.  

2. What Is a Large Language Model (LLM)? 

LLM, like AI, has various definitions and interpretations, some being broad and 

others more specific. These various definitions lead to interchangeable uses of the terms 

AI and LLM. However, as mentioned earlier, LLM is a type of AI. While it may not be 

wrong to use the term AI in place of LLM, it is important to understand what an LLM is. 

LLMs are a form of Generative AI. Generative AI is a “…class of AI models that 

emulate the structure and characteristics of input data in order to generate derived 

synthetic content. This can include images, videos, audio, text, and other digital content” 

(Exec. Order No. 14110, 2023, Section 3(p)). Additionally, the Merriam-Webster 

dictionary (n.d.b) further defines LLM as “a language model that utilizes deep methods 

on an extremely large data set as a basis for predicting and constructing natural-sounding 

text.” What does that mean exactly? What does “deep” in deep methods mean?  
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Naveed et al. (2023) provided a clearer definition by saying LLMs are “cutting-

edge artificial intelligence systems designed to process and generate text, aiming to 

communicate coherently” (p. 1). They explained how LLMs use different learning 

techniques, transformers, and computational capabilities to perform the function they 

were programmed to do. This means that it involves high memory requirements to learn 

and provide valuable outputs. Going back to the discussion of categories of AI, LLMs fall 

under the limited-memory machines and ANI categories. LLMs perform specific 

functions and use past experiences to inform their outputs. Naveed et al. (2023) even 

described LLM as a function of NLPs, tying back to the six AI functions. So, LLMs also 

comprehend and generate human language.  

Toner (2023) added to our understanding of LLMs by researching their 

development. Toner identified that in the past, the term LLM was not well known, as 

language models’ “data and computational” power was smaller compared to the last 

couple of years. The power has increased, and thus the parameters have increased, so the 

models are more capable. The more parameters, the larger the model, hence “Large” 

language model. Toner (2023) further identified that OpenAI’s ChatGPT, Google’s Bard, 

and products like these are not LLMs; they are products that utilize an LLM to function. 

The actual LLM names for those products are GPT-4 and PaLM.  

This leads to Min et al.’s (2023) research on LLMs. Like Toner, Min et al. (2023) 

explored the history of LLM. They even referred to LLM as large pre-trained language 

models (PLM). Toner (2023) discussed how LLMs started off as language models with 

smaller data and computational power. During this stage of smaller power, language 

models were known as PLMs. Hence, Min et al.’s (2023) use of the term large PLM, 

indicated the progression from PLM to LLM. Min et al. (2023) also explored LLMs by 

delving into the three classes: 

• Decoder-only are LLMs that predict the output of texts (the next word) based on 
what texts are already provided (e.g., “the dog chased the ___” will change to “the 
dog chased the ball”).  

• Encoder-only LLMs are like decoder-only LLMs, but encoder-only LLMs go 
further by predicting text based on the entire context of the input (e.g., “the dog 
___ the ball” will change to “the dog chased the ball”). 
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• Encoder-decoder LLMs are “text in, text out” models. In other words, these 
models receive information, whether it be an image or text, then output the 
desired function, which is usually to correct the input (e.g., “chased the ball the 
dog” will change to “the dog chased the ball”).  

Like the classifications of AI, the classes of LLM cover a wide range of functions from 

text prediction to text reconstruction. It is important to note that different models fall 

under one of these classes and different applications use a model to function. For 

example, GPT falls under the decoder-only class of LLMs, and applications like 

OpenAI’s ChatGPT and Google’s Bard use GPT to perform its function (Toner, 2023). 

3. Summary of AI and LLM Technology  

AI has various forms of definitions but can generally be defined as machines that 

can learn and mimic human behavior. AI encompasses a broad spectrum of machines 

with varying degrees of capabilities, including reactive machines, limited-memory 

machines, theory of mind AI, and self-aware AI. These machines can also be classified 

into AI categories such as ANI, AGI, and ASI, depending on their capabilities. 

Furthermore, AI functions include ES, machine learning, robotics, NLP, machine vision, 

and speech recognition. LLMs, which are a type of AI, are language models designed to 

process and generate coherent text based on learning methods and large datasets. Models 

can be classified as either decoder-only, encoder-only, and encoder-decoder LLMs. 

Noticeably, all classes of LLM function specifically to human language. Thus, they fall 

under the categories of limited-memory machines and ANI and functions primarily as 

NLPs. This distinction helps clarify that while the terms AI and LLM may be used 

interchangeably, both have different meanings and implications. 

C. DOD AND AI/LLM 

The DoD has experimented with various forms of acquisition automation prior to 

the proliferation of LLMs. One example is the acquisition requirements roadmap tool 

(ARRT). This tool was intended to automate various documentation used in DoD 

acquisitions. Following ARRT, the DoD has research initiatives that go further than just 

automation and incorporate AI-like features. Even with these DoD efforts of 
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incorporating AI, there are still some areas of possible AI integration. This section 

discusses these three conditions.  

1. DoD’s Experiment with Automation 

The DoD has made AI one of its focus areas for research and development when 

creating the JAIC and CDAO. When specifically looking at acquisitions, there has not been 

much movement to incorporate any type of current AI tools. However, the DoD has worked 

with the Defense Acquisition University to create an automation tool called ARRT. ARRT 

was designed to help the acquisition team, including end users, build various documents 

such as a quality assurance plan, performance requirements summary, independent 

government cost estimate, and others (Defense Acquisition University [DAU], 2022). 

ARRT also has the capability to assist in creating contract source selection evaluation 

factors (DAU Service Acquisition Mall, n.d.). It will walk a user through the process of 

creating evaluation factors and even automatically generate the language needed to create 

the SSPs. This tool, created in the early 2010s, has not gone through any major 

developments or improvements since its creation. Recently though, an innovation initiative 

has begun looking at creating a more developed version of ARRT.  

2. DoD Efforts Toward Incorporating AI 

There are small business innovation research (SBIR) projects underway looking 

to blend ARRT-like functionality with AI bot support (G. Stelly & J. Cone, PowerPoint 

slides, July 18, 2023). One of those SBIR projects is the Turbo Requirements Generator. 

The Turbo Requirements Generator, developed by the 39th Contracting Squadron, is 

actively trying to gain traction to assist Air Force resource advisors in conducting market 

research and building early requirements packages for contracted acquisitions using a 

blend of these capabilities. Currently, it is only available in test form at the base in 

Turkey (G. Stelly & J. Cone, PowerPoint slides, July 18, 2023).  

3. Current Literature Exploring Possible AI Adoption in DoD 
Acquisitions 

Beyond the government’s current efforts to implement AI, there are still areas of 

acquisition that remain unexplored. There are various articles that theorize the use of AI 
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to perform tasks such as preparation, review, and editing of acquisition documents. These 

articles are explored to understand the current literature supporting the use of AI in areas 

related to our thesis. 

LLMs have a variety of functions that can be exploited by the government to aid 

in acquisitions. First, LLMs can be used to automate the preparation of documents such 

as solicitations, proposals, and contracts (Reynolds & Norwood, 2021). Throughout the 

different phases of government acquisitions, there are many manual tasks that can be 

tedious and take time to complete. Automation can save government agencies time and 

money, and it can also help to ensure that documents are consistent and compliant with 

regulations. With that said, LLMs can also be used to store or document regulations, 

training info, and contract files (Reynolds & Norwood, 2021). This would allow LLMs to 

provide insight and answer questions in real time. It would help agencies identify trends, 

make better decisions, assess risks, and improve their overall acquisition process.  

An LLM can also function as an automated reviewer and/or editor (Trenchfield, 

n.d.). It could identify potential problems, such as errors in the contract documents, 

incomplete or ambiguous requirements, or unrealistic timelines. Successively, the LLM 

can be used to suggest improvements and clarify language to improve the overall 

acquisition. Moreover, with the vast number of rules and policies, it could validate 

compliance with regulations, such as FAR. This would relieve time taken away from 

researching and grasping the requirements of the FAR. The uses of LLMs can be endless; 

these are just three examples of how they can be incorporated into government 

acquisitions. These solutions could potentially reduce the reported hot spots by the 

MITRE CPDT as discussed in the previous section on challenges in source selections. 

However, by overcoming the hot spots in acquisition, the government could be trading 

one set of risks for another with the adoption of AI. 

D. AI/LLM RISKS AND BIASES 

With strong pushes to continue LLM development, any biases toward their use 

should be considered to ensure safe and responsible use. However, there are many types 

to consider such as biases that are built into technology and models by the creator. While 

biases that are built in are important to be aware of, our thesis focuses on biases people 
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may have when they use technology and models. Specifically, our thesis will cover 

automation bias and algorithm aversion. 

Additionally, bias is not the only thing to be aware of; there are other factors that 

need to be considered when thinking of incorporating LLMs into various activities. As 

mentioned in Chapter I, there are concerns with inputting source selection sensitive/

proprietary data onto an LLM. The biggest concern was keeping the information secure 

on a public model. Therefore, this section of our thesis will cover security risk as well.  

1. Automation Bias 

Automation bias is not new, nor is it specific to AI or LLM. In fact, Bahner et al. 

researched automation bias in 2008. They noted that the reliance on technology has 

increased and wanted to investigate the effects of bias in automated decision tools. They 

also looked into the behavior of those who had negative experiences with automated tools 

to see if they behaved more cautiously or if they still had automation bias. To research 

this, Bahner et al. (2008) conducted a simulation on 24 college students. The students had 

to use an automated decision tool and they were told that the tool might produce false 

results. To study the behavior of those with negative experiences with automated tools, 

Bahner et al. (2008) had some of the students participate earlier to work with an 

automated tool and experience false results. When all the students went through the 

simulation, Bahner et al. (2008) designed it so that half the students experienced false 

results and the other half experienced correct results. After they conducted their 

simulation, Bahner et al. (2008) used statistical analysis to evaluate the results.  

Bahner et al. (2008) found that most participants experienced automation bias 

during the simulation. In other words, most relied on the automated decision tool’s output 

and did not double-check it to avoid any false results. They also found that those who had 

negative experiences with automated tools prior to the simulation experienced some level 

of automation bias. For example, they would double-check some of the information being 

received by the automated tool, but not all. So, it seemed like they still trusted the 

automated tool to some degree. As a result of their study, Bahner et al. (2008) concluded 

that automation bias will always exist. However, one way to reduce it is by having people 
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experience firsthand the possible failures of automation tools. This will instill some 

caution to be considered and lower the risk of mistakes or failures. 

In their research, Bahner et al. (2008) failed to discuss any limitations. One 

limitation that could have been discussed was the number of participants they had. Their 

sample size was not large enough for statistical significance in testing and as a result, 

they would not be able to make any conclusions on certain populations. Another 

limitation was that their participants were college students, representing only a small age 

group within the population. Their research is looking into behavior and that is different 

among all age groups. Similar to the sample size limitation, this means that their research 

can only be applicable to the college age group. For their research to hold any statistical 

significance, the authors needed a more diverse and larger sample size. 

2. Algorithm Aversion 

The opposite of automation bias is algorithm aversion. Mahmud et al. (2022) 

defined algorithm aversion as a condition when people are reluctant to trust algorithms, 

despite their success. They further explained that people tend to be influenced by various 

factors, such as society or technical information, that bring a negative response to AI. 

Their study investigated what influenced algorithm aversion and identified some research 

gaps that could reveal opportunities to further its study. The authors explored this area 

through vigorous literature reviews and looking for trends and common themes. They had 

many criteria that had to be met for a source to be considered beneficial to their study. 

They also had exclusions and a search strategy that specified search terms and certain 

databases to be used.  

Mahmud et al. (2022) discovered over 50 different reasons for algorithm aversion, 

which they grouped into four categories: high-level, algorithm, task, and individual 

factors. Of those four, “individual” had the most subcategories. This revealed to Mahmud 

et al. (2022) that the reason for algorithm aversion just depends on the person. There 

were too many reasons to make any overarching conclusion. However, they did notice a 

few areas of further research that could bridge the gap in algorithm aversion studies. One 

notable gap was that many of the sources they reviewed represented a younger 

population. So, the authors believed that having more experienced people take part in 



Acquisition Research Program 
department of Defense Management - 26 - 
Naval Postgraduate School 

algorithm decision-making would benefit this area of study. They would bring real-world 

experience, something that the younger population lacks.  

The authors identified that their thorough criteria for literature reviews may have 

limited the scope of their study (Mahmud et al., 2022). They considered literature only 

from English language sources. Since they did not expand to other types of sources, it is 

possible that their literature review may have been missing some relevant and current 

information. The authors also noted that they may have been too strict with their search 

terms. They could have had a broader list of sources to provide a more comprehensive 

study (Mahmud et al., 2022). 

3. Security Risks 

LLMs, such as ChatGPT, have the capability to interface with a variety of internet 

tools and become a sort of virtual assistant between a user and the internet (Heikkilä, 

2023). This opens its system to be vulnerable to attacks and any phishing attempts. Wach 

et al. (2023) explored deeper into this risk to understand the challenges and opportunities 

of working with LLMs. While they explored both the positives and negatives, their focus 

was on the negative aspects of LLMs. Their methodology consisted heavily of literature 

reviews, ensuring they studied as many relevant articles as possible. Once they completed 

their reviews, they grouped different themes and trends for further analyzation. 

After the authors completed their reviews, they decided on seven negative 

groupings (Wach et al., 2023). For our thesis, the focus will be on the fourth grouping 

that dealt with security risks. Wach et al. (2023) found that LLMs can have access to 

personal data and use that data to identify specific groups of people. People could 

manipulate the data for social surveillance and privacy violations. They asserted that 

people need to make sure they take an active role to protect their personal information. 

They also looked into all players or stakeholders involved with LLM. Wach et al. (2023) 

claimed that the government can enforce polices to govern ethical standards and LLM 

creators can take an active role in ensuring systems are in place to protect everyone’s 

privacy. The government is currently building their governance for AI. 
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President Biden recently signed Executive Order 14110, which lays out a 

coordinated federal government approach for governing AI development and use. It 

recognizes both the potential benefits and risks of AI, stating that “Harnessing AI for 

good and realizing its myriad benefits requires mitigating its substantial risks” (Exec. 

Order No. 14110, 2023, Section 3(p)). The order places urgency on ensuring AI is used 

safely and responsibly. 

Additionally, a draft memo from the Office of Personnel Management provides 

guidance specifically for federal agencies adopting AI technologies. It highlights 

managing risks arising from AI and establishing governance to align AI use with ethical 

principles (The White House, 2023). 

4. Summary of AI/LLM Risks and Biases  

LLMs are powerful tools that have many ways to be used and incorporated into 

various activities. While they have the potential to be incredibly beneficial, it is important 

to use them with some caution. There are a lot of aspects that need to be accounted for to 

ensure safe and proper usage. Automation bias, algorithm aversion, and security risks are 

just three of the many concerns that LLMs bring. This section of our thesis may seem like 

a small step toward caution by only reviewing relevant literature, but even taking some 

step toward understanding what needs to be considered will help pave the way for 

responsible use.  

E. CONCLUSION OF LITERATURE REVIEW  

In this chapter, we discussed the DoD SSPs and that many protests related to 

source selections were tied to subjective trade-offs. Therefore, our overall objective is to 

see if AI can be incorporated within source selections to decrease the risk of a protest. 

This need to improve source selections is further supported by five non-price related hot 

spots identified by MITRE Corporation’s (2023) CPDT. These five hot spots are the 

agency’s evaluation must be consistent with the stated evaluation criteria, the agency’s 

evaluation must be consistent for all offerors, disclosure of evaluation factors may be 

required when using SAP, failure to state the relative order of importance of factors and 

subfactors, and applying an order of importance that differs from the order of importance 
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stated in the solicitation. Additionally, we identified that current research, specifically at 

NPS, in source selections sought to improve its process but lacks statistically significant 

research on how technology like AI can be incorporated to improve source selections.  

Then we explored the different definitions and interpretations of AI and LLM. We 

highlighted the different types or categories of AI, pointing out that LLM is a type of AI. 

We also highlighted the different types or platforms of LLM and explained how some 

popular applications like OpenAI’s ChatGPT are not LLMs but are products that utilize 

an LLM to function. Afterwards we reviewed some of the DoD’s efforts to incorporate 

AI such as ARRT and the Turbo Requirements Generator. We even went over current 

literature on how AI can be used in the acquisition process. Finally, we defined two main 

types of biases people may have when they use AI. These two types are automation bias, 

an overreliance on technology, and algorithm aversion, which is a hesitation to use 

technology despite its success. We ended the chapter by pointing out the security risks 

associated with using AI. The main security risk is with privacy and protecting people’s 

personal information. Thus, AI should be used responsibly to account for the biases and 

risks we discussed.  

To explore the responsible use of AI, particularly in acquisitions, we worked with 

GMU to collect survey data and complete an exploratory analysis, as detailed in the 

following chapter. 
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III. METHODOLOGY 

This chapter represents the crux of our research methodology, meticulously 

designed to address the fundamental questions we seek to explore regarding acquisition 

professionals’ confidence and potential bias related to evaluation factors authored by 

LLMs. The cornerstone of our exploratory analysis is rooted in the research conducted by 

Dr. Brett W. Josephson at GMU (hereby referred to as “the GMU survey”). Dr. 

Josephson serves as the associate dean for Executive Development and holds the position 

of associate professor in the marketing area within the School of Business at GMU 

(George Mason University, 2023).  

We replicate the GMU survey at NPS (hereby referred to as “the NPS survey”) 

(see Appendix E). The purpose of replicating the GMU survey is to supplement the GMU 

findings with secondary data to provide stronger statistical significance. The overall 

objective is to garner a large and diverse sample size to ensure the results are applicable 

to the entire DoD acquisition community.  

A. THE GMU SURVEY DESCRIPTION  

The primary objective of the GMU survey (see Appendix D) was to evaluate 

participants’ confidence in the evaluation factors used for proposal evaluation in the 

context of an executive education exercise. Participants were presented with a 

Performance Work Statement (PWS) that outlined the requirements for a project and 

were asked to indicate their level of agreement with statements related to the evaluation 

criteria. The statements were related to clarity, representation of requirements (PWS), 

best value, and confidence (see Table 2). These statements were designed to assess 

participants’ perceptions of the evaluation criteria. 

The GMU survey was a 2×2 factorial design study. According to the Athabasca 

University, Faculty of Humanities and Social Sciences (2017), a 2×2 factorial study is a 

research design commonly used in psychology and other fields, as outlined in their 

“Psychology Learning Resources: Factorial Designs Tutorial.” In this design, there are 

two levels (values) of each of the two independent variables, resulting in four unique 

conditions or combinations. The notation “2×2” denotes that there are two levels of the 
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first factor and two levels of the second factor. The GMU survey examines the impact of 

two variables on respondents’ confidence levels. In this case, the two independent 

variables are: 

1. Factor A: Source of Contract Evaluation Criteria:  

• Level 1: Human-authored (A1)  
• Level 2: AI-authored (A2)  

2. Factor B: Disclosure of Authorship: 

• Level 1: Participants were told the truth about the authorship of the 
evaluation criteria. (B1)  

• Level 2: Participants were not told the truth about the authorship of 
the evaluation criteria. (B2)  

Table 1 is a visual aid to further understand the design of the study and groupings 

of the factors. 

Table 1. 2×2 Factorial Design Conditions for the GMU Survey 

 
Disclosure of Authorship: 

True (B1) 
Disclosure of Authorship: 

Not True (B2) 
Source of Criteria: 
Human-authored (A1) Group 1: Human – Human Group 2: Human – AI 

Source of Criteria: AI-
authored (A2) Group 3: AI – AI Group 4: AI – Human 

The GMU survey involved several key components: 

1. Question Format and Process  

Table 2 outlines the questions asked in the survey, but we do not include the 

group self-identifying question. The third column of the table, titled “Reference Index” 

indicates how each of the questions are referenced throughout our thesis. Questions were 

asked in order from Q1 to Q15. 
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Table 2. Outline of Questions 

Question 
Number Question Reference Index 

Question Asked After Participants were Provided with the PWS 

Q1 
Please indicate your agreement with the 
following statement: “I understand the 
requirements documentation.” 

Understanding Requirement 
(PWS) 

Questions Asked After Providing Evaluation Factors, but Prior to Disclosure of Authorship 

Q2 
Please provide any additional comments 
or explanations regarding the rating you 
made above. [Q1] 

 

Q3 
Please indicate your agreement with the 
following statement: “These evaluation 
criteria are clear.” 

Clarity 

Q4 

Please indicate your agreement with the 
following statement: “These evaluation 
criteria directly represent the 
requirements of the PWS.” 

Represents PWS 

Q5 

Please indicate your agreement with the 
following statement: “These evaluation 
criteria would allow the government to 
make a best value determination.” 

Best Value 

Q6 
Please indicate your agreement with the 
following statement: “I am confident in 
these evaluation criteria.” 

Confidence 

Q7 
Please provide any additional comments 
or explanations regarding the rating you 
made above. [Q3-Q6] 

 

Questions Asked After Disclosure of Authorship 

Q8 

Taking into account evaluation 
authorship, now please rate your level of 
agreement with the following statement: 
“These evaluation criteria are clear.” 

Clarity 

Q9 

Taking into account evaluation 
authorship, now please rate your level of 
agreement with the following statement: 
“These evaluation criteria directly 
represent the requirements of the PWS.” 

Represents PWS 

Q10 

Taking into account evaluation 
authorship, now please rate your level of 
agreement with the following statement: 
“These evaluation criteria would allow 
the government to make a best value 
determination.” 

Best Value 

Q11 

Taking into account evaluation 
authorship, now please rate your level of 
agreement with the following statement: 
“I am confident in these evaluation 
criteria.” 

Confidence  
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Question 
Number Question Reference Index 

Q12 
Please provide any additional comments 
or explanations regarding the rating you 
made above. [Q8-Q11] 

 

Demographic Questions 
Q13 What is your age? Age 

Q14 How many years of experience do you 
have in acquisition? Experience 

Q15 Please indicate your highest level of 
educational attainment. Education 

The process design for delivering the survey must be precise to ensure the 

research questions are answered through the data collected. The following is the order of 

events for delivering the survey after participants are randomly assigned a group number. 

The survey was designed where each question was delivered by itself with no ability to 

go backwards to a previous question. The participants must: 

1. Read the PWS 
2. Answer Q1 to rate how well they understand the PWS. 
3. Answer Q2 to provide comments on the rating they provided for Q1 

(optional). 
4. Read the evaluation factors randomly assigned to them (Human or AI-

authored). 
5. Answer Q3, Q4, Q5, and Q6 to rate the various quality factors and their 

confidence in the evaluation criteria they were assigned. 
6. Answer Q7 (optional) to provide comments on the rating they provided for 

Q3, Q4, Q5, and Q6.  
7. Disclosure of Authorship—all participants are told that either a human or 

AI authored the evaluation factors they read. Half of the participants are 
not told the truth about who the author is. 

8. Based on the disclosure of authorship, answer Q8, Q9, Q10, and Q11 to 
rate the various quality factors and their confidence in the evaluation 
criteria they were assigned. The implication is that they are asked if they 
want to change their scores based on being told who the author is. 

9. Answer Q12 (optional) to provide comments on the rating they provided 
for Q8, Q9, Q10, and Q11.  

10. Provide demographics (optional) data by answering Q13, Q14, and Q15. 
11. Disclosure of actual authorship—the participants are provided the truth 

about who authored the evaluation factors they evaluated. 
12. End of survey 
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Along with the question format and process is the rating system. The rating 

system was designed to provide responses beyond just a simple agree and disagree. It 

provided levels of agreement as described in the following section. 

2. Rating System 

Participants in the survey were asked to provide their responses on a seven-point 

Likert scale. This scale ranged from 1 to 7, as shown in Table 3. 

Table 3. Description of Ratings 

Rating Interpretation 
1 Significantly Disagree 
2 Disagree 
3 Slightly Disagree 

4 Neither Agree nor 
Disagree 

5 Slightly Agree 
6 Agree 
7 Significantly Agree 

This scale was employed for questions Q1, Q3, Q4, Q5, Q6, Q8, Q9, Q10, and 

Q11. Refer to Table 2 for a detailed description of each question. The use of a Likert 

scale allowed participants to express their opinions along a continuum, facilitating a 

nuanced understanding of their perceptions and attitudes toward the specific survey 

items. The scale was chosen to capture a spectrum of responses, enabling a 

comprehensive analysis of participant perspectives on the evaluated criteria. The question 

format and rating system are a thorough representation of the survey and its delivery, but 

these two sections do not precisely describe how the participants were grouped. The 

groupings are described in the following section. 

3. Grouping 

Participants were randomly assigned to four different groups numbered one to 

four prior to starting the survey. Then, participants were asked to self-identify in 

Qualtrics (platform used to take the survey) as to which group they belonged to. They 

were not aware of the meaning of each group at the time of assignment.  
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• Group 1: Human-Human (A1, B1). Participants in this group were provided with 
human-authored evaluation factors (A1) and were told the truth about the 
authorship of the factors (B1) after Q7. 

• Group 2: Human-AI (A1, B2). Participants in this group received human-authored 
evaluation factors (A1) but were not told the truth about the authorship (B2) after 
Q7. They believed that AI authored the criteria, even though they were human-
authored. 

• Group 3: AI-AI (A2, B2). This group was provided with AI-authored evaluation 
factors (A2) and was told the truth about the authorship (B1) after Q7. They were 
aware that AI/LLM authored the criteria. 

• Group 4: AI-Human (A2, B1). Participants in this group were given AI-authored 
evaluation factors (A2) but were not told the truth about the authorship (B2) after 
Q7. They believed that humans authored the criteria, even though they were AI-
generated. 

The groupings for the survey were a key component. They allowed us to investigate 

participants’ confidence and bias related to AI-authored evaluation factors. Another key 

component was the selection and use of an appropriate PWS. 

4. Performance Work Statement (PWS)  

The population of the participants from the GMU and NPS survey represented the 

U.S. Air Force and Navy. To ensure that none of the participants have seen the PWS (and 

evaluation factors) prior to taking the surveys, a PWS from the U.S. Army was used. The 

PWS (see Appendix A) was found on Sam.gov in an active government solicitation and 

is considered non-sensitive information. The PWS was for Fuel Program Maintenance at 

Naval Station (NAVSTA) Rota and Air Base (AB) in Moron, Spain.  

Participants were provided with the first 17 pages of the PWS that detailed the 

project’s requirements. They were then asked to rate how well they “understand the 

requirements documentation” (Q1) of the PWS using a seven-point scale ranging from 

“Strongly Disagree” to “Strongly Agree.” Most of the questions were based on a seven-

point scale as seen in the following section. 

5. Evaluation Factors 

Participants were presented with a set of evaluation factors (see Appendix B and 

C). Both sets were created specifically for the same project that is described in the PWS 

identified above. Half of the participants received factors that were human-authored, 
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while the other half received factors authored by an AI (ChatGPT 3.5). The human-

authored factors (see Appendix B) are the real factors used in a real solicitation found on 

Sam.gov. The AI-authored factors (see Appendix C) were generated by ChatGPT after 

being prompted by a human (see Appendix G). Participants were asked to rate their level 

of agreement with statements (see Table 2) related to these evaluation factors, again using 

a seven-point scale. Like the groupings, the use of human and AI-authored evaluation 

factors was key to provide a mechanism for comparing ratings across groups. In 

conjunction with this was the authorship disclosure.  

6. Disclosure of Authorship  

Midway through the survey, participants were informed about the authorship of 

these factors. Half of each group (human-authored and AI-authored) were told the truth 

about the authorship, while the other half were provided with false or not true 

information. This was described in the previous section titled “Grouping.” Following this 

disclosure, the participants were asked to again rate their level of agreement with 

statements related to these evaluation factors, using the same seven-point scale. This 

design introduced another condition into the survey, the pre- and post-questions. In this 

case, pre-questions were those that were asked prior to authorship and post-questions 

were asked afterward (see Table 2 for the outline of this pre vs. post condition). So far, 

the key components we explained pertaining to the survey support quantitative data. To 

acquire qualitative data, the survey required a few optional comment questions. 

7. Additional Comments 

Participants were encouraged to provide additional comments or explanations 

regarding each of their ratings. A text box was available following every question that asked 

for an agreement rating (see steps explained after Table 2). This allowed them to elaborate 

on their choices, provide specific thoughts, or share observations related to the survey.  

The directions above every text box read: “Please provide any additional comments 

or explanations regarding the ratings you made above. If you would like to elaborate on why 

you chose a particular rating or share any specific thoughts or observations, please use the 

text box below.” The questions for additional comments includes Q2, Q7, and Q12 as 
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indicated in Table 2. Not only did this provide participants the opportunity to provide 

feedback, but it also provided us with data to conduct a qualitative analysis. This is key to 

support any findings we discover from analyzing the participants’ ratings. It may be 

interesting to compare any analysis among different demographic groups as well. 

8. Demographic Information  

Participants were asked to provide demographic information, including their age 

range, number of years of experience in acquisitions, and their highest level of 

educational attainment. Age ranges and levels of education are identified in Tables 4 and 

5. Years of experience was simply a text box in which they could type any number from 

0 to 99. These questions were Q13, Q14, and Q15 as indicated by Table 2. Table 4 

visually depicts the GMU survey age groupings, and Table 5 shows the education 

groupings. 

Table 4. GMU Survey Age Groupings 

Age Ranges 
18 – 24  
25 – 34  
35 – 44  
45 – 54  
55 – 64  
65 – 74  
75 – 84  

85 or older 

Table 5. GMU Survey Education Groupings 

Levels of Education 
High School Graduate  

Some College   
2-year degree  
4-year degree  

Professional degree  
Doctorate  

Demographic information is key to identify any trends among different 

communities and social groups. The final key component of the survey is setting. 
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9. Setting  

Participants were in an executive education classroom at GMU. Therefore, after 

the survey was conducted in the classroom, they discussed the results. At this time the 

professor identified which groups had been given a false or not true disclosure of 

evaluation factor authorship and who was told the truth about the source of authorship. 

B. NPS SURVEY DESCRIPTION 

The present survey, carried out at NPS, represented a replication and extension of 

the GMU research. Replication surveys play a crucial role in verifying and validating 

research findings, enhancing the generalizability of results, and contributing to the 

robustness of scientific knowledge (National Academies of Sciences, Engineering, and 

Medicine, 2019). By reproducing the original survey’s methods and procedures, we 

aimed to assess the consistency and reliability of the findings in a different context, 

potentially yielding insights that could have broader implications. 

1. Research Design 

Since the NPS survey is a replication of the GMU survey, the research design is 

more than just the data collection instruments and rationale for such instruments. It also 

includes any modifications when compared to the GMU survey. 

a. Data Collection Instruments 

The research design closely mirrors the GMU survey’s design that was also 

created in collaboration with our team. We used the same survey, PWS, evaluation 

factors, demographic questions, and survey system (Qualtrics).  

b. Modifications 

There were two modifications. One was that the delivery of the survey was by e-

mail and not in a classroom setting. The second was that we rebuilt the survey in 

Qualtrics, and it imitated the GMU survey, but was not identical in delivery. The GMU 

survey participants were randomly assigned a group number and they self-report their 

group number in the survey. The NPS survey used the random assignment capability of 
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Qualtrics to randomly assign participants into four predesignated groups. Participants 

were not aware of their group number. 

c. Rationale 

The rationale for employing the same instruments was rooted in the need to 

maintain consistency and comparability with the original survey. By using identical 

instruments, we could directly compare our results to those of GMU. 

2. Data Collection 

Like the research design section, data collection is more than simply discussing 

our sources of data. In this section, we also discuss how we handle our participants’ 

identity (in this case maintain anonymity). Additionally, as with any research study, we 

discuss the ethical considerations and ethical polices we followed to ensure a moral and 

safe study.  

a. Sources of Data 

There were two sources of data used in this exploratory analysis that are referred 

to as the “GMU Data” and the “NPS Data.” 

(1) GMU Data 

We obtained the dataset from the source university, GMU, where they conducted 

an executive education exercise. This dataset includes responses from 24 acquisition 

professionals who rated their confidence in both human and AI-authored source selection 

evaluation factors. 

(2) NPS Data 

We executed a survey at NPS that asked the same questions as the GMU survey. 

The invitation for participation was sent out by e-mail where potential participants could 

voluntarily access the survey. The e-mail was sent to 26 acquisition students and 10 

professors. We pulled the data from Qualtrics after the survey deadline was reached. This 

dataset includes responses from 19 acquisition professionals who rated their confidence 

in both human and AI-authored source selection evaluation factors. 
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b. Maintaining Anonymity 

Participant anonymity was maintained throughout the data collection process. No 

personally identifiable information was collected, ensuring participant privacy. 

c. Ethical Considerations 

Institutional Review Board (IRB) approval was obtained prior to conducting the 

survey. The survey involved human participants where confidentiality and ethical 

treatment were of utmost importance. The IRB reviewed and approved the survey design, 

and data collection procedures to ensure compliance with ethical guidelines and the 

protection of participants’ rights and privacy. Additionally, the “not true” condition that 

was told to half of the participants would be “corrected” at the end of the survey. They 

would be told who the actual author is for the evaluation factors they reviewed. 

3. Sampling 

The sampling of any study is important to ensure adequate representation of the 

population. This is especially important in replication studies, since the target audience 

tends to be similar, if not the same as the original study (National Academies of Sciences, 

Engineering, and Medicine, 2019). In this section, we discuss the composition of the 

survey population, how participants were selected, and justification for deviations from 

the GMU survey. 

a. Composition of Survey Population 

Our survey population consisted of 19 NPS students and faculty with acquisition-

related experience. Most of the respondents would have been military, while some of the 

respondents were likely civilian professors. This differs from GMU’s sample of 

acquisition professionals that were solely Department of Air Force civilian contracting 

personnel. 

b. Participant Selection 

Participants were selected from NPS based on their relevance to the research 

questions. We aimed to replicate the survey within a different academic context, which 

led to deviations from the source university’s sample. 
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c. Justification 

The deviation in the survey population was necessary but is still similar. Both are 

academic environments. However, one included only students from a single short-term 

course involving only Department of Air Force contracting personnel, and the other 

included students and faculty connected to an acquisition-focused master’s program 

representing a variety of military departments. 

C. DATA ANALYSIS 

There are various tools and methods we could use to analyze our data. However, 

based on the nature of our research questions, we selected three primary methods and 

grouped them into quantitative and qualitative analysis.  

1. Quantitative Analysis 

The quantitative analysis includes the analysis of descriptive statistics, primarily 

mean comparison, in various groupings. We also used t-Tests to compare some of our 

datasets. 

a. Descriptive Statistics 

Initial data analysis begins with the computation of descriptive statistics from the 

raw data. This encompasses essential statistical measures, such as the mean, median, 

range, and standard deviation. This preliminary step serves to provide a foundational 

understanding of the dataset’s fundamental characteristics.  

Descriptive statistics were used to investigate the relationship between variables 

such as demographic factors (e.g., age, years of experience, education), the source of 

criteria (human-authored or AI-authored), and disclosure of authorship (True or Not 

True). 

b. t-Tests 

To explore the presence of significant differences between the GMU and NPS 

survey data, t-Tests are conducted. We also perform this test among various groupings 

within the GMU data. For Research Question 2, we add in a comparison of each 
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individual rating (rating prior to authorship disclosure compared to rating afterwards) to 

supplement the t-Test performed. 

2. Qualitative Analysis: Thematic Analysis 

This type of analysis involves identifying and coding recurrent themes within 

textual data. There were three text boxes provided in the survey. The objective of the 

qualitative analysis is to provide deeper insights into participants’ perceptions and 

experiences, allowing for a comprehensive exploration of the data’s qualitative aspects. 

D. CONCLUSION OF METHODOLOGY  

Chapter III has presented a comprehensive exploration of our research 

methodology, rooted in our work with Dr. Brett W. Josephson at GMU. We described the 

GMU survey, which served as the bedrock for our exploratory analysis. The GMU 

survey, focusing on acquisition professionals’ confidence in evaluation factors, featured a 

2×2 factorial design, assessing the impact of source (human or AI-authored) and 

disclosure of authorship. This survey guided our own survey, conducted at NPS, which 

aimed to replicate and expand on GMU’s findings. We also went over the various 

methods for conducting our quantitative and qualitative analyses. Chapter IV unveils the 

outcomes of our data analysis. 
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IV. RESULTS 

Chapter IV presents the findings of the exploratory analysis. This includes an 

analysis of the confidence ratings of participants from various perspectives, as well as a 

comparison of the impact of the evaluation factors’ origin. We begin by analyzing the 

participants’ response to Q1 to ensure there is not a statistical difference in the 

participants’ understanding of the requirement (PWS). Then we investigate our research 

questions.  

A. FINDINGS 

This section presents the results of the surveys conducted at GMU to address our 

research questions. The data collected from NPS2 is provided, but there is a statistically 

significant difference between the GMU and NPS data. So, the data could not be 

combined (pooled) for analysis. Since the GMU survey provided a larger population, we 

present those results as the primary findings. The GMU survey included 24 participants. 

When this sample is discussed as a grouping it is referred to as “GMU Total.” There are 

many other groupings that were created from various perspectives, these include: 

• Group 1: Human-Human (A1, B1). Participants in this group were provided with 
human-authored evaluation factors (A1) and were told the truth about the 
authorship of the factors (B1) after Q7. 

• Group 2: Human-AI (A1, B2). Participants in this group received human-authored 
evaluation factors (A1) but were not told the truth about the authorship (B2) after 
Q7. They believed that AI authored the criteria, even though they were human-
authored. 

• Group 3: AI-AI (A2, B2). This group was provided with AI-authored evaluation 
factors (A2) and was told the truth about the authorship (B1) after Q7. They were 
aware that AI/LLM authored the criteria. 

• Group 4: AI-Human (A2, B1). Participants in this group were given AI-authored 
evaluation factors (A2) but were not told the truth about the authorship (B2) after 
Q7. They believed that humans authored the criteria, even though they were AI-
generated. 

• Human (Group 1 & Group 2). This grouping is a mix of the Human-Human and 
the Human-AI groupings. Participants in this group were provided with human-
authored evaluation factors (A1). 

 
2 When the NPS data is discussed then “NPS” is added to distinguish the data in discussion. 
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• AI (Group 3 & Group 4). This grouping is a mix of the AI-AI and the AI-Human 
groupings. Participants in this group were provided with AI-authored evaluation 
factors (A2). 

• Told-Human (Group 1 & Group 4). This grouping is a mix of the Human-Human 
and the AI-Human groupings. Participants in this group believed that humans 
authored the criteria, regardless of the actual author. Therefore, some were told 
the truth, and some were not. 

• Told-AI (Group 2 & Group 3). This grouping is a mix of the AI-AI and the AI-
Human groupings. Participants in this believed that AI authored the criteria, 
regardless of the actual author. Like the Told-Human group, some participants in 
this grouping were told the truth and some were not. 
Using these grouping systems, we analyzed the data from different perspectives. 

To answer Research Question 1, the groupings of “Human” and “AI” are analyzed and 

compared. To answer Research Question 2, all other groupings were used. 

As a reminder, participants answered questions on a rating scale of 1 to 7, where a 

rating of 1 was a rating of “Significantly Disagree,” 4 was a rating of “Neither Agree nor 

Disagree,” and 7 was a rating of “Significantly Agree.” Each participant was asked to 

answer one question on their understanding of the requirements document before they 

reviewed the evaluation factors. Then they were provided with the evaluation factors and 

four more questions. Those questions related to the quality of the evaluation factors and 

their confidence in those factors. Following those ratings, they are told that either humans 

or AI authored the evaluation factors. Half of the sample population is not told the truth. 

After authorship disclosure they are asked the same four questions again. The first 

question is a foundational question to help frame our exploratory analysis and is analyzed 

first. 

1. Survey Question 1—“I Understand the Requirements 
Documentation” 

Survey Question 1 measures the sample population’s understanding of the 

performance work statement. The question to the participants reads “I understand the 

requirements documentation.” Which is shortened in some of the figures as “I understand 

the PWS.” The results of Question 1 may provide an important backdrop for interpreting 

the findings related to Research Questions 1 and 2 on confidence in and potential bias 

toward AI-authored factors. Figure 1 compares the mean ratings of the first question by 
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some of the groupings discussed earlier. A t-Test comparing Groups 1 & 2 responses to 

Q1 finds no significant statistical difference between the population’s ratings. Therefore, 

they are pooled into one group for analysis identified as “Human Group.” This is done for 

groups 3 & 4, 1 & 4, and 2 & 3 with the same results, therefore those groups were pooled 

into the groups “AI Group,” “Told-Human Group,” and “Told-AI Group” respectively. 

In Figure 1, the bars are colored to distinguish between different data groupings 

and aid comparison. To understand the grouping name, refer to the description of 

groupings in the previous section. 

 
Figure 1. Comparison of Mean — Survey Question 1 (I understand the 

PWS) (GMU Data).  

The AI group had a sample population of 13, while the Human group had a 

sample population of 11. They are represented by the green bars in Figure 1. Concerning 

the green bars, the mean rating for the AI group is 0.94 lower than the mean for the 

Human group. For the yellow bars, there is an insignificant difference of .01 between the 

mean ratings of the Told-Human and Told-AI groups. Overall, the data indicates that 

groups evaluating AI-authored evaluation factors reported a lower level of understanding 

of the PWS compared to groups evaluating Human-authored factors. 

To compare the means of the AI and Human groups (green bars in Figure 1), a 

two-tailed independent samples t-Test was employed, assuming unequal variances. The t-

Test yielded a p-value of 0.1283. At a standard significance level of 0.05, the p-value 
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exceeds the threshold, indicating there is no statistically significant difference in the 

understanding of the PWS between Human and AI participants.  

The concern is that the two groups could not be compared if the difference 

between their level of understanding was significant. The t-Test revealed that the level of 

understanding between the two groups may not impact their ratings on the rest of the 

questions in the survey. With a larger population and a more diverse group of participants 

the statistical difference could change. Following Survey Question 1, the participants 

were asked to answer various questions related to the quality of and their confidence in 

the evaluation criteria. In the next section, we compare the results of the Human and AI 

groups. 

2. Research Question 1 

Research Question 1 asked “Do DoD acquisition professionals have confidence in 

AI-authored evaluation factors?” This research question is concerned with the questions 

asked prior to the disclosure of authorship. There are six questions analyzed to answer 

this research question. The six questions the participants were asked to rate the statement 

from 1 to 7: 

• Question 2 (Q2) — This is a comment box in which the participants were asked to 
comment on their rating of Q1. The answers to this question are analyzed in the 
qualitative analysis. 

• Question 3 (Q3) — “These evaluation criteria are clear.”  
• Question 4 (Q4) — “These evaluation criteria directly represent the requirements 

of the PWS.” 
• Question 5 (Q5) — “These evaluation criteria would allow the government to 

make a best value decision.” 
• Question 6 (Q6) — “I am confident in these evaluation criteria.” 
• Question 7 (Q7) —This is a comment box in which the participants were asked to 

comment on their ratings of Q3, Q4, Q5, and Q6. The answers to this question are 
analyzed in the qualitative analysis. 

These six questions are analyzed using descriptive statistics, segmentation, and 

qualitative analysis to provide a comprehensive perspective.  

First, we conduct a t-Test: two-sample assuming unequal variances, with a 

significance level of 0.05, on the Human group. We compare the Human-Human group 
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(group 1) Q3, Q4, Q5, and Q6 responses to the Human-AI group (group 2). The result is 

a p-value per question of 0.4481, 0.6266, 0.6811, and 0.3674 respectively. Then, we 

conduct the same type of t-Test on the AI-AI group (group 3) and the AI-Human group 

(group 4). The result is a p-value per question of 0.4177, 0.8751, 0.7442, and 0.3154 

respectively. None of the p-values fall below 0.05. This means that there is not a 

statistically significant difference between those groups allowing for a pooling of groups 

1 and 2 to a group identified as “Human” and groups 3 and 4 to a group identified as 

“AI.” We begin by analyzing the mean responses to questions 3, 4, 5, and 6 through the 

Human and AI group perspectives. 

a. Descriptive Statistics and t-Test Analysis 

The first five quantitative survey questions were analyzed to compare confidence 

in Human versus AI-authored evaluation factors. As discussed earlier, there is a 

statistically significant difference between the GMU and NPS data. Therefore, the next 

figure (Figure 2) is separated by GMU data and NPS data. The focus will be on the GMU 

data, but the NPS data is provided to see if similar trends can be observed. Figure 2 

shows the mean responses by group.  

 
Figure 2. Comparison of Mean (Q3, Q4, Q5, Q6) 

GMU Human (11) GMU AI (13) NPS Human (11) NPS AI (8)
Q3 (Clarity) 4.45 2.92 5.36 4.13
Q4 (Represents PWS) 4.30 2.77 4.45 4.38
Q5 (Best Value) 3.55 2.38 4.18 4.13
Q6 (Confidence) 3.45 2.15 4.27 3.13
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Concerning the GMU survey, between Human3 and AI4 groups, the Human group 

ratings are consistently higher than the AI group across all measures. The most 

substantial disparities were observed in clarity (Q3) and representation of PWS (Q4), 

with a difference of 1.53 points. Notably, participants’ ratings regarding evaluation 

factors exhibited a decreasing trend as they progressed through the questions, with the 

highest ratings recorded for Q3 and the lowest for Q6. Though the NPS survey is not 

being evaluated, it is interesting to observe that the NPS participants provided higher 

ratings overall, but the trends found in the GMU survey can generally be found in the 

NPS Survey. To explore this further, we conducted a t-Test for each question comparing 

the Human and AI group responses. 

(1) t-Test Analysis (Q3, Q4, Q5, Q6) (GMU Data) 

Table 6 displays the mean, p-values, and the significance level of each t-Test 

conducted. A t-Test was conducted for each question comparing the Human and AI 

groups’ mean response to that question. 

Table 6. t-Test Analysis (Q3, Q4, Q5, Q6) (GMU Data) 

Question Grouping (Q) Population Mean p-value Significance level 

Clarity Human Q3 11 4.45 0.0221 0.05 
AI Q3 13 2.92 

Represents 
PWS 

Human Q4 11 4.30 0.0097 0.05 
AI Q4 13 2.77 

Best value Human Q5 11 3.55 0.0459 0.05 
AI Q5 13 2.38 

Confidence Human Q6 11 3.45 0.0235 0.05 
AI Q6 13 2.15 

Participants were asked to rate the statements of Q3, Q4, Q5, and Q6. A two-

sample t-Test assuming unequal variances was conducted to compare the means of the 

two groups for every question. The p-value of each question is less than the significance 

 
3 For Research Question 1: “Human” or “Human group” means groups 1 and 2 from the GMU surveys. 

Group 1 is Human-Human, and Group 2 is Human-AI. The human group includes the participants who 
reviewed and rated the human-authored evaluation factors. 

4 For Research Question 1: “AI” or “AI group” means groups 3 and 4 from the GMU surveys. Group 3 
is AI-AI, and Group 4 is AI-Human. The AI group includes the participants who reviewed and rated the 
AI-authored evaluation factors. 
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level. This implies that there is a statistically significant difference in the ratings of the 

clarity, representation of PWS, best value, and confidence of evaluation criteria between 

participants who evaluated human-authored criteria and those who evaluated AI-authored 

criteria. Specifically, participants who evaluated human-authored criteria rated the 

questions significantly higher than those who evaluated AI-authored criteria. 

The findings suggest that there is a meaningful distinction in how individuals 

perceive the quality of the evaluation criteria depending on whether they are human-

authored or AI-authored. These findings are further investigated by analyzing Q6, which 

asks participants to rate the statement “I am confident in these evaluation criteria.” 

(2) Overall Confidence Levels (Q6) 

For Research Question 1, the analysis of overall confidence (Q6) is especially 

telling. Figure 3 shows the range of responses for overall confidence (Q6) by group: 

 
Note: Question 6 asked the participants to rate this statement: “I am confident in these evaluation 
criteria.” 

Figure 3. Difference of Confidence in Evaluation Criteria (Q6) by 
Authorship (GMU Data) 

The mean among the Human group responses consistently exceeded that of nearly 

all AI responses. It is noteworthy that both groups featured instances of “Disagree” (2) 

ratings; however, the distribution diverged. Approximately half of the AI group responses 

clustered within the spectrum of “Strongly Disagree” (1) to “Disagree,” (2) indicating a 
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concentration of dissenting opinions. In contrast, most of the Human group responses 

spanned from “Disagree” (2) to “Somewhat Agree,” (5) reflecting a more extensive range 

of ratings and disagreement among the Human group participants. This indicates that 

while the Human group has a larger variance in responses, their ratings are generally 

higher when compared to the AI group. The AI group has very little variance, which 

means most of the participants in that group agree that they have very little confidence in 

the AI-authored evaluation factors. 

(3) Conclusion of Descriptive and t-Test Statistics 

Based on the analysis so far, we have effectively addressed the core aspects of 

Research Question 1 regarding professionals’ confidence in AI-authored evaluation 

factors. The key evidence includes statistically significant differences between Human 

and AI groups ratings, wider response ranges but higher means for Human group 

participants and lower but more consistent AI group ratings. 

b. Supplementary Analysis 

While the core statistical analysis sufficiently addressed Research Question 1, 

further supplementary analysis provides additional insights into professionals’ confidence 

in AI-authored and human-authored evaluation factors. Examining segmentation by 

demographic factors and qualitative feedback uncovers nuances that enrich the 

discussion. This supplementary analysis aims to highlight key patterns and themes that 

emerged outside directly answering the research question. The sample populations 

grouped by age, experience, and education were so low that t-Tests were not utilized. 

(1) Segmentation Analysis 

Segmentation examines confidence variations based on participants’ age, 

experience, and education. This segmentation analysis begins with comparing age groups 

separated by authorship. 

a) Age 

The age groups and population for each group is described in Table 7. 
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Table 7. Authorship Population Description by Age Group (GMU Data) 

Age Group  # of Participants 
AI 25–34  1 
AI 35–44  7 
AI 45–54  3 
AI 55–64  2 
Human 18–24 1 
Human 25–34  1 
Human 35–44  2 
Human 45–54  3 
Human 55–64  4 
TOTAL 24 

 

Figure 4 expresses the data by the groups listed in Table 7. 

 
Note: Each bar is the average rating for that age group for that question. The group “Human 18–24” 
had only one participant, and that participant did not answer Q4 (Represents PWS).     

Figure 4. Mean Ratings by Age and Authorship (GMU Data) 

For the AI groups, there is a divide between the 35–44 and 45–54 age groups 

where the means are significantly different from each other. To the left of that divide the 

younger age groups’ mean responses are generally a “Somewhat Agree” (5). To the right, 

the older age groups’ mean responses are more varied, but generally a “Disagree” (2).  
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For the Human groups, the 18–24 and 25–34 age groups are varied, but more 

similar than when compared to the older age groups. The older age groups’ mean 

responses are between “Somewhat Disagree” (3) and “Somewhat Agree” (5). Though the 

data is interesting, the sample population for each grouping is too small to draw 

conclusions. 

b) Experience 

The experience groups and population for each group is described in Table 8. 

Experience is in years. The question answered by participants was “How many years of 

acquisition experience?” 

Table 8. Authorship Population Description by Experience Group (GMU 
Data) 

Experience Group (Years)  # of Participants 
AI 0–9 3 
AI 10–19 4 
AI 20–29  4 
AI 30+ 2 
Human 0–9 2 
Human 10–19 3 
Human 20–29 4 
Human 30+ 1 
TOTAL 23 

One Human group participant did not input years of acquisition experience. Therefore, the total 
population for the experience analysis is 23. 

 

Figure 5 expresses the data by the groups listed in Table 8. 
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Note: Each bar is the average rating for that question for that group. 

Figure 5. Comparison of Mean Ratings by Years of Experience and 
Authorship (GMU Data) 

For AI groups, there is a divide between those with less than 20 years of 

experience, and those with more. Where those with less experience tended to provide 

higher ratings than those with more experience. Overall, the ratings provided by the AI 

group tended to be between “Disagree” (2) and “Neither Agree nor Disagree” (4).  

For Human groups, the ratings have more variation than the AI groups. Though it 

appears the mean ratings, regardless of years of experience, tends to be between “Neither 

Agree nor Disagree” (4), and “Agree” (6), there are mean ratings below “Neither Agree 

nor Disagree” (4). The 10–19 year group provided significantly lower ratings than the 

other groups. The only AI groups mean ratings that exceeded the Human group of the 

same experience level was the 10–19 year group. Though the data is interesting, the 

sample population for each grouping is too small to draw conclusions. 

c) Education 

There are only two education levels that participants claimed during these 

surveys. The 4-Year Degree and Professional Degree levels. There is only one participant 

in the Human group, and one in the AI group who claimed the level 4-Year Degree. This 

leaves only the Professional Degree holders, which when analyzed is a near-identical 
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analysis performed in the descriptive statistics section for the Human and AI groups. 

Therefore, there is not enough data to make a meaningful analysis and this segment is not 

included. 

d) Segmentation Conclusion 

In summary, the segmentation shows that younger, less experienced professionals 

may have greater confidence in AI-authored evaluation factors when compared to older, 

more experienced professionals. However, the sample size within these groupings is not 

sufficiently large to achieve statistical significance. Nonetheless, preliminary data 

indicates the potential existence of such an effect, prompting consideration for further 

exploration with a larger and more diverse sample. 

(2) Qualitative Analysis 

For this analysis, we focus solely on responses from the GMU AI group. This 

analysis does not include the Human group’s data. This aligns with the intent of Research 

Question 1, which is examining confidence in AI-authored evaluation factors. The 

qualitative data includes open-ended comments provided in Q2 and Q7. Q2 asks 

participants to comment on their understanding of the requirements documentation 

(PWS). Q7 asks participants to provide additional thoughts on their ratings of the 

evaluation factors criteria (Q3–Q6) To analyze this textual data, we employed thematic 

analysis to identify key themes and patterns in the responses.  

a) Q2 Qualitative Analysis: Understanding Requirement (PWS) 

Overall, the GMU AI participants indicate a neutral level of understanding of the 

PWS, with a mean rating of 4.15. Examining the open-ended Q2 comments reveals some 

areas identified as unclear or needing improvement in the PWS: 

• Layout/structure: A common theme was that the PWS could be structured or 
organized better for clarity. One participant states: “The tasks were identified but 
the layout and aggregation of similar or like tasks could have been done in a more 
cohesive manner.” 

• Details/data: Some respondents indicate needing more details or data to properly 
understand requirements. For example: “There wasn’t any workload data that 
would have helped to inform the pricing estimate of labor to accomplish the 
efforts Emergency, Unscheduled, etc.” 



Acquisition Research Program 
department of Defense Management - 55 - 
Naval Postgraduate School 

• Disconnects: A few participants perceive disconnects between sections. One 
notes: “There is a disconnect between the introduction and description of work. 
Intro states this is for maintenance and repair, while Description has a mixture of 
services and commodities.” 

• Acronyms: Undefined acronyms are cited as an issue. A participant asks: “Task 2: 
what is ISP?” 

While many participants express a general understanding of the PWS, the 

qualitative insights gleaned from Q2 comments highlight specific areas where 

improvements could enhance clarity. Key areas for enhancement include restructuring the 

PWS for improved organization, providing additional details or data to facilitate a 

comprehensive understanding of requirements, addressing perceived disconnects between 

sections, and ensuring the clarification of acronyms. These observations indicate that the 

perspective chosen to answer Q1 (Understanding the PWS) doesn’t necessarily hinder 

participants from providing opinions on the evaluation factors.  

b) Q7 Qualitative Analysis: Perceptions of Evaluation Factors 

The comments recorded in Q7 are textual subjective data on the participants’ 

opinions of Q3, Q4, Q5, and Q6. The GMU AI group’s mean ratings for these questions 

are 2.92, 2.77, 2.38, and 2.15 respectively. The mean ratings are substantially low. 

Examining Q7 comments on the evaluation factors reveals several key themes that may 

explain the low ratings: 

• Lack of specificity: A common theme was the perception of a lack of specificity 
in the criteria. One participant states: “There is a lack of specificity in the 
evaluation criteria; it doesn’t match to what I would consider to be the highest 
area of interest/risk to performance...” 

• Misalignment with PWS: Multiple respondents indicate that the evaluation factors 
do not seem aligned with or derived from the PWS requirements. For example: 
“There does not appear to be a clear tie between the PWS and the evaluation 
factors.” 

• Undefined terms: Some note that key terms are not defined in the criteria. A 
participant wrote: “The past performance criteria does not define relevancy or 
recency in terms of related past performance for similar work...” 

• Overly broad: Several comments suggest the evaluation factors are too broad or 
generic. One states: “The criteria are overly broad and much too generic.” 

• Lack of methodology: A few participants cite the lack of a defined rating 
methodology or best value determination process. 
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The qualitative analysis of participants’ perceptions on Q7 sheds light on the low 

mean ratings given by the GMU AI group for Q3, Q4, Q5, and Q6. Key themes emerge, 

highlighting concerns such as a perceived lack of specificity, misalignment with the 

Performance Work Statement (PWS), undefined terms, an overly broad nature, and the 

absence of a defined rating methodology. These insights underscore the importance of 

addressing these specific issues when utilizing AI during evaluation factor development. 

c) Qualitative Conclusion 

In conclusion, the qualitative analysis focused exclusively on responses from the 

GMU AI group, aligning with the primary goal of investigating confidence in AI-

authored evaluation factors (Research Question 1). The insights drawn from open-ended 

comments in Q2 and Q7 provide valuable perspectives on both the participants’ 

understanding of the requirements documentation (PWS) and their opinions on the 

evaluation factors criteria (Q3–Q6). 

In Q2, while GMU AI participants generally understand the PWS at a neutral 

level, analysis identifies areas for improvement: restructuring for clarity, providing more 

details, addressing section disconnects, and clarifying acronyms. Interestingly, 

participants’ perspectives on the PWS don’t seem to hinder their ability to opine on 

evaluation factors. 

Turning to Q7, the GMU AI group’s low mean ratings for Q3–Q6 lead to deeper 

exploration. Key themes—lack of specificity, misalignment with the PWS, undefined 

terms, broad criteria, and lack of a defined methodology—underscore the need for 

addressing these concerns in AI-authored evaluation factor development. This qualitative 

analysis deepens our understanding, guiding targeted improvements for more informed 

decision-making in defense acquisitions. 

(3) Conclusion of Supplementary Analysis 

The supplementary quantitative and qualitative analyses provided vital additional 

evidence regarding factors influencing professionals’ confidence in AI-authored criteria. 

The segmentation shows that younger, less experienced professionals may have greater 

confidence in AI-authored evaluation factors when compared to older, more experienced 
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professionals. However, the sample size within these groupings is not sufficiently large to 

achieve statistical significance. Nonetheless, early data shows that such an effect may 

exist and could be further explored with a larger diverse sample. The qualitative analysis 

uncovered issues with AI criteria related to lack of clarity and misalignment. This 

multidimensional supplementary analysis enriches the discussion and understanding 

beyond the core statistical findings. 

c. Conclusion of Research Question 1 

The comprehensive analysis of the GMU survey data provides critical insights 

into Research Question 1 regarding acquisition professionals’ confidence in AI-authored 

evaluation factors. The quantitative results reveal a statistically significant difference 

between the AI and Human group’s ratings. This difference is supported by observing 

lower confidence levels among participants assessing AI-authored criteria compared to 

those evaluating human-authored criteria. Key findings include: 

• Statistically significant differences between Human and AI group’s ratings of Q3, 
Q4, Q5, and Q6 

• Generally lower mean ratings for the AI group on all measures 
• Generally lower mean ratings among older and more experienced participants 

(however, the sample size within the demographic groupings is not sufficiently 
large to achieve statistical significance) 

The qualitative analysis of the GMU AI group’s responses to Q7 complemented 

these findings, uncovering issues like lack of specificity, misalignment with 

requirements, and overly broad criteria as themes explaining participants’ lower 

confidence in the AI-authored evaluation factors. In summary, our exploratory analysis of 

the GMU survey suggests acquisition professionals generally have less confidence in 

evaluation factors authored by AI compared to those created by humans. With the 

completion of the exploratory analysis of Research Question 1, we continue this analysis 

by changing the perspective from confidence to bias. 

3. Research Question 2 

This section continues our analysis by exploring Research Question 2, which is 

“Do DoD acquisition professionals demonstrate bias when they believe they are reading 
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AI-authored evaluation factors?” To answer this question, we analyze the participants 

pre5 and post6 ratings. However, the focus will be on the confidence ratings (Q6 and 

Q11) because bias is tied more with the participants’ confidence in human versus AI 

authored factors instead of their agreement on clarity, represents PWS, and best value. 

Our analysis is not simply comparing the participants’ pre and post ratings; we also 

compare between those who are told they received human-authored evaluation factors 

(Told-Human7 group) and those who are told they received AI-authored (Told-AI8 

group). In comparing these two groups and the two conditions, we can observe any 

changes to explore assumptions about the participants.  

The analysis first compares the mean of participants’ agreement ratings to the pre 

and post questions. Then, we conduct a deeper analysis by looking at demographics (age 

and the number of years of experience). We also use a t-Test to measure the strength of 

our data. Finally, to supplement the first three methods, we analyze the comments 

provided by the participants to conduct a qualitative investigation. 

a. Descriptive Statistics (Mean) and t-Test Analysis 

As discussed earlier, there is a statistically significant difference between the 

GMU and NPS data. Therefore, the next figure (Figure 6) is separated by GMU data and 

NPS data. The focus of the analysis will be on the GMU data, but the NPS data is 

provided to see if similar trends can be observed. The population of Figure 6 is described 

in Table 9. 

  

 
5 “Pre” or “pre questions” means questions Q3–Clarity, Q4–Represents PWS, Q5–Best Value, and Q6–

Confidence. Participants answered these questions by providing an agreement level prior to being told who 
the author of the evaluation factors were. 

6 “Post” or “post questions” means questions Q8–Clarity, Q9–Represents PWS, Q10–Best Value, and 
Q11–Confidence. Participants answered these questions after being told who the author of the evaluation 
factors were. 

7 “Told-Human” or “Told-Human group” means groups 1 and 4 from the surveys. These two groups 
were told they received human-authored evaluation factors, regardless of the actual author. 

8 “Told-AI” or “Told-AI group” means groups 3 and 4, which include the participants who were told 
they received AI-authored, regardless of the actual author. 
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Table 9. Population of Data by Groups 

Data Source Group # of Participants 

GMU 

Group 1 6 
Group 2 5 
Group 3 6 
Group 4 7 

Subtotal 24 

NPS 

Group 1 7 
Group 2 4 
Group 3 1 
Group 4 7 

Subtotal 19 
TOTAL 43 

Figure 6 compares the mean of the participants’ confidence in the given 

evaluation factors prior to authorship disclosure (Q6) and after disclosure (Q11). As 

mentioned earlier, the focus in answering Research Question 2 is on confidence. To 

compare the visual representation of the other questions (Q3–Q5 and Q8–Q10), see 

Appendix F.  

 
Figure 6. Comparison of Confidence Pre vs. Post Ratings by Group 
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When participants are given human-authored evaluation factors and told they are 

given human-authored (group 1), their mean ratings increased. However, when 

participants are given human-authored and told they are given AI-authored (group 2), 

their mean ratings decreased. The same behavior is observed with the participants who 

are given AI-authored evaluation factors. Those who are told they were given human-

authored (group 4) raised their mean ratings and those who are told they were given AI-

authored (group 3) lowered their mean ratings. It is worth mentioning that the NPS data 

shows only group 4 to have the same trend as the GMU data. Additionally, the NPS 

groups 3 and 4 have a bigger change compared to the same GMU groups.  

In the GMU data, it is interesting that group 2 lowered their ratings and group 4 

raised their ratings after authorship disclosure. Therefore, we pooled the groups into 

Told-Human and Told-AI groups to investigate this further. We begin with a t-Test 

analysis. 

(1) t-Test Analysis 

For the t-Test Analysis, we first conduct a t-Test: two-sample assuming unequal 

variances with a significance level of 0.05 on the Told-Human group. We compare the 

Told-Human true group’s (group 1, Human-Human) mean change in ratings from pre 

(Q6) to post (Q11) against the Told-Human not true group (group 4, AI-Human). The 

result is a p-value of 0.9158. Then, we conduct the same type of t-Test on the Told-AI 

group (Told-AI true group (group 3, AI-AI) vs. Told-AI not true group (group 2, Human-

AI)). The result of the group is 0.3632. Both group’s p-value is greater than the 

significance level. This means that there is not a statistically significant difference 

between those groups, allowing for a pooling of groups 1 and 4 to a group identified as 

“Told-Human” and groups 2 and 3 to a group identified as “Told-AI.” Therefore, we 

conducted a t-Test: paired two sample for means on the pre and post ratings on the 

confidence questions (Q6 vs. Q11) for the Told-Human and Told-AI groups. Table 10 

displays the results of the t-Test. 
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Table 10. t-Test Analysis of Confidence Pre and Post Ratings (GMU Data) 

Group Confidence 
Condition (Q) Population Mean p-value Significance level 

Told-
Human 

Pre (Q6) 
13 2.46 0.1654 0.05 

Post (Q11) 2.77 

Told-AI 
Pre (Q6) 

11 3.09 0.1039 0.05 
Post (Q11) 2.73 

For both the Told-Human and Told-AI groups, the p-value is higher than the 

significance level. This means that there is no significant evidence of a difference, in their 

confidence of the evaluation factors, after discovering authorship. However, it may be 

worthwhile to explore the individual differences among the participants’ ratings. 

Therefore, the following figures, Figure 7 and Figure 8, explore the Told-Human group’s 

individual ratings and the Told-AI respectively.  

 
Figure 7. Pre (Q6) and Post (Q11) Rating Differences by Participant for 

Told-Human Group (GMU Data) (n=13) 

Figure 7 shows each participant and the group they were in. In this case, under the 

Told-Human group, participants were either in group 1 which was Human-Human (true) 

or in group 4 which was AI-Human (not true). When comparing each participant’s pre 

and post ratings, all but two participants showed no change. The two participants that did 

1

2

3

4

5

6

7

True True True True True True Not
True

Not
True

Not
True

Not
True

Not
True

Not
True

Not
True

Ra
tin

g

Participant by Group: True=Human-Human, Not True=AI-Human

Pre Post



Acquisition Research Program 
department of Defense Management - 62 - 
Naval Postgraduate School 

change raised their rating by two points after being told they received human-authored 

factors.  

 
Figure 8. Individual Confidence Rating Differences for Told-AI Group 

(GMU Data) (n=11) 

Figure 8 shows each participant and the group they are in. Participants are either 

in group 2 which is Human-AI (not true) or in group 3 which is AI-AI (true). When 

comparing the pre and post ratings, most participants show no change. However, there 

are three participants who lower their ratings after being told they received AI-authored 

factors. Two of those participants lower their ratings by one point and the third lowers 

their ratings by two points.  

The t-Test and individual rating comparison figures imply that the difference 

between the pre and post mean ratings are not large enough to be considered statistically 

significant. We fail to find a statistically significant difference. However, our study does 

not have a large enough pool of subjects in each condition to generate sufficient power in 

a statistical test to reject our null hypothesis. Given a large pool of subjects with the same 

results we may have found a significant difference in these means. Therefore, we 

determine there is weak evidence, within our sample, that acquisition professionals 

demonstrate bias when they believe they are reading AI-authored evaluation factors. This 

may or may not extend into a wider representative population. There are still interesting 
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findings within our sample that are worth investigating. Next, we conduct a mean 

comparison between the Told-Human and Told-AI groups. 

(2) Told-Human vs. Told-AI Analysis 

First, we compare the pre and post ratings by question for the Told-Human group 

and Told-AI group. The reason for grouping all four groups into either Told-Human or 

Told-AI group is because Research Question 2 is looking at if DoD acquisition 

professionals demonstrate bias when they believe they are reading AI-authored 

evaluation factors. Therefore, we combine all participants who were told they were given 

human-authored factors (Told-Human group) to measure any changes to their responses. 

Then we combine all participants who are told they were given AI-authored factors 

(Told-AI group) to measure any changes within that group. Finally, we compare the two 

groups to discover if the Told-AI group demonstrates greater change than the Told-

Human group, which may indicate bias. 

Figure 9 displays this comparison for the GMU data only. The population of the 

Told-Human group is 13 and the population of the Told-AI group is 11, which totals 24. 

 
Figure 9. Comparison of Confidence Pre vs. Post Ratings (Told-Human vs. 

Told-AI) (GMU Data) 
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The Told-Human participant’s mean ratings increased from 2.46 to 2.77. 

However, the Told-AI participants’ mean ratings decreased from 3.09 to 2.73. We 

explored this observation even further in the following figure (Figure 10). Figure 10 

compares the participants’ responses to confidence using mean, range (max and min 

response rating), and quartiles. The data is separated into four levels: Told-Human pre 

responses, Told-Human post responses, Told-AI pre responses, and Told-AI post 

responses. The population for Figure 10 is the same as Figure 9, 13 participants in the 

Told-Human group and 11 participants in the Told-AI group. 

 
Figure 10. Box and Whisker Plot of Confidence Pre vs. Post Ratings (GMU 

Data) 

For the Told-Human group, regardless of pre or post confidence, the range of the 

ratings remained the same at 1–5. However, 50% of the ratings increased from 1.5–3 to 

2–3.5. For the Told-AI group, all data decreased: the range changed from 2–5 to 1–4 and 

50% of the ratings went down from 2–4 to 2–3. 

(3) Summary of Descriptive Statistics (Mean) and t-Test Analysis 

The differences between the pre and post ratings are not large enough to be 

considered statistically significant. However, there are noteworthy observations when 

utilizing descriptive, segmentation, and qualitative analysis. Regardless of group, 
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question, or origin of actual evaluation factor authorship, all mean agreement ratings for 

the GMU data decrease when participants are told they received AI-authored evaluation 

factors. When participants are told they received human-authored evaluation factors, all 

mean agreement ratings increase. To explore any additional trends, we conduct a 

segmentation analysis. 

b. Segmentation Analysis 

For the segmentation analysis, we compare the mean ratings across age and the 

number of years of experience among the participants of the GMU survey. While the 

survey asks the participants for their education level, all but one participant states they 

have a professional degree. The one exception states they have a four-year degree. 

Therefore, education level was not analyzed as it would not provide any further insight.  

(1) Age 

Figure 11 compares the mean between the Told-Human group and the Told-AI 

group by age. The population of this figure is described in Table 11. 

Table 11. Told-Human and Told-AI Population by Age (GMU Data) 

Group Age # of Participants 

Told-Human 

25–34 1 
35–44 7 
45–54 2 
55+ 3 

Subtotal 13 

Told-AI 

18–24 1 
25–34 1 
35–44 2 
45–54 4 
55+ 3 

Subtotal 11 
TOTAL 24 

In Figure 11, the pre-rating represents the mean of Q3, Q4, Q5 and Q6 combined, 

and the post-rating represents the mean of Q8, Q9, Q10, and Q11 combined. 
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Note: There was one participant who did not answer Q4 in the Told AI group. That participant’s 
responses to Q3 vs. Q8, Q5 vs. 10, and Q6 vs. Q11 are included in the data, but the response to Q9 
was not included since Q4 was not answered. 

Figure 11. Comparison of Pre vs. Post Ratings by Age (GMU Data) 

There are subtle and even no changes between the mean ratings after authorship 

disclosure across most of the groups. However, there are three noteworthy observations. 

First, the told AI 25–34 group has a substantial difference (significantly higher) in mean 

ratings when compared to all other age groups. Second, the Told-Human 45–54 age 

group has a considerable difference (clearly lower) in mean ratings. Finally, the Told-AI 

45–54 age group’s change in pre and post ratings is larger than the other groups. These 

observations are noteworthy; however, Table 11 shows that the population for these age 

groups are significantly low. Thus, the data sampling is too small to make any strong 

conclusions.  

(2) Experience 

Figure 12 also compares the mean between the Told-Human group and the Told-

AI group, but by the number of years of experience. The population of this figure is 

described in Table 12. 

  

Told-
Human
25-34

Told-
Human
35-44

Told-
Human
45-54

Told-
Human

55+

Told AI
18-24

Told-AI
25-34

Told-AI
35-44

Told AI-
45-54

Told-AI
55+

Pre-Rating 3.00 3.29 2.25 2.92 3.00 5.00 2.50 3.13 3.83
Post-Rating 3.00 3.46 2.00 2.92 3.00 5.00 2.75 2.56 3.58

1.00

2.00

3.00

4.00

5.00

6.00

7.00

M
ea

n 
Ra

tin
g

Age Groups



Acquisition Research Program 
department of Defense Management - 67 - 
Naval Postgraduate School 

Table 12. Told-Human and Told-AI Population by Experience (GMU Data) 

Group # of Years of Experience # of Participants 

Told-Human 

0–9 4 
10–19 6 
20–29 2 
30+ 1 

Subtotal 13 

Told-AI 

0–9 1 
10–19 1 
20–29 6 
30+ 2 

Subtotal 10 
TOTAL 23 

Note: There was one participant who did not answer Q4 in the Told AI group, which is why there 
is one less participant in that group. 

 

Like Figure 11, the pre-rating for Figure 12 represents the mean of Q3, Q4, Q5, 

and Q6 combined, and the post-rating represents the mean of Q8, Q9, Q10, and Q11 

combined. 

 
Figure 12. Comparison of Pre vs. Post Ratings by Experience (GMU Data) 
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mean ratings for the participants with 30+ years does not change. Only the mean ratings 

of the 20–29 years have a meaningful change, which increase after authorship disclosure. 

For the Told-AI group, the mean ratings for those with 0–9 years of experience do not 

change. The mean ratings for those with 10–19 years of experience increase, while the 

mean ratings decrease for the 20–29 and 30+ years groups.  

(3) Summary of Segmentation Analysis 

Both the younger age group (18–34) and the less experienced group (0–9 years) 

show the same trend of not changing their mean ratings after being told the authorship. 

Additionally, these two groups have a very small pool within the sample, three for the 

18–34 age group and five for the 0–9 experience group. Therefore, these two groups 

should not be heavily relied on for any conclusions. The older age group’s (55+) and the 

more experienced group’s (30+ years) mean ratings in the Told-Human category do not 

change while the same group’s ratings in the Told-AI category decrease. All other age 

groups and number of years of experience groups show various trends. Finally, to explore 

bias within our sample even further, we conduct a qualitative analysis of the participants’ 

comments (Q7 and Q12). 

c. Qualitative Analysis 

The population of the participants who provided comments is described in the 

next table (Table 13). Table 13 also shows the key themes that are found when analyzing 

Q7 and Q12, separated by Told-Human and Told-AI groups. 
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Table 13. Told-Human and Told-AI Population of Participants Who 
Provided Comments (GMU Data) 

Group  

Pre-Authorship 
Disclosure Post-Authorship Disclosure 

# of Participants Key Themes # of 
Participants Key Themes 

Told-
Human 5 

Lack of 
Specificity, Lack 
of Methodology, 

Undefined 
Terms, Overly 

Broad, 
Misalignment 

with PWS,  

1 

Lack of 
Specificity, 

Overly Broad, 
Misalignment 

with PWS 

Told-
AI 2 

Overly Broad, 
Lack of 

Methodology 
3 

Overly Broad, 
Lack of 

Methodology, 
Undefined 

Terms 
Total 7  4  

To qualitatively analyze the data for Research Question 2, we review the 

participants’ responses to Q7 (comments prior to authorship disclosure) and Q12 

(comments after authorship disclosure). We find five key themes within Q7: 

• Lack of specificity: The perception of a lack of precise or detailed criteria. One 
participant directly stated: “There is a lack of specificity in the evaluation 
criteria...” 

• Misalignment with PWS: The evaluation factors did not seem aligned with or 
derived from the PWS requirements. A participant wrote: “…it is not apparent 
how the evaluation criteria tie to the PWS.” 

• Undefined terms: Key terms were not defined in the criteria. One comment stated: 
“The past performance criteria does not define relevancy or recency in terms of 
related past performance for similar work...” 

• Overly broad: The evaluation factors were too broad or generic. There are 
participants who directly stated “The criteria are overly broad and much too 
generic” and “the evaluation criteria are too general.” 

• Lack of methodology: The lack of a defined rating methodology or best value 
determination process. One participant commented that: “What is the source 
selection methodology?” 

When reviewing Q12, we find the same key themes. However, when grouped by 

Told-Human, all five key themes are observed in Q7 but only three are observed in Q12 
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(see Table 13). Additionally, of the five participants who answered Q7, only one of those 

five answer Q12.  

For the Told-AI group, only two key themes are observed in Q7 and three in Q12. 

There are two participants who answer both Q7 and Q12. There is one participant who 

answered Q12 but did not answer Q7. Furthermore, there was a clear expression of 

algorithm aversion or AI distrust when a participant said, “Knowing that this was written 

by AI makes me even more skeptical of the documentation that I was provided.” 

d. Conclusion of Research Question 2 

The quantitative results (descriptive statistics and segmentation analysis) reveal 

an increase in mean ratings after participants are told they received Human-authored 

evaluation factors, regardless of the actual author. Conversely, mean ratings decrease 

when participants thought the factors were authored by AI. Notably, older and more 

experienced groups show stable mean ratings when told human-authorship but indicate a 

drop in ratings when they thought they received AI-authored evaluation factors. On the 

other hand, consistent mean ratings for the younger and less experienced groups are 

observed across both Told-Human and Told-AI conditions. This suggests younger and 

less experienced professionals may not have bias. However, the younger and less 

experienced group’s sample population is low, which indicates that this observation is 

weak.  

Our t-Test analysis implies that the differences observed from our quantitative 

analysis are not large enough to be considered statistically significant. However, there are 

still interesting findings within our sample that are worth noting. Therefore, combining 

our quantitative findings with our t-Test findings, the core conclusion is that some 

professionals may demonstrate a slight bias when they believe they are reading AI-

authored evaluation factors. This conclusion is restricted to our sample that may or may 

not extend into a wider representative population. 

The qualitative analysis complemented these findings, showing an increase in the 

number of key themes and comments when told an AI authored the evaluation factors. In 

fact, there was a clear expression of algorithm aversion or AI distrust when a participant 
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said, “Knowing that this was written by AI makes me even more skeptical of the 

documentation that I was provided.” In summary, our exploratory analysis of the GMU 

survey addressed Research Question 2 regarding whether DoD professionals demonstrate 

bias when told they received AI-authored evaluation factors. The following conclusion of 

findings and the Chapter V summary of findings summarize the results and answers to 

our research questions. 

B. CONCLUSION OF FINDINGS 

Our exploratory analysis only included results of surveys conducted at GMU to 

address the research questions. There is a statistically significant difference between the 

GMU and NPS data, so the data could not be pooled for analysis. The objective of our 

exploratory analysis was to assess acquisition professionals’ confidence in and potential 

bias toward AI-authored evaluation factors compared to human-authored versions. In 

summary, the analysis of the GMU results suggests professionals currently have less 

confidence in AI-authored factors compared to human-authored factors. We have weak 

evidence suggesting professionals may demonstrate slight bias when believing factors are 

AI-authored. A complete summary of the findings is in Chapter V. 
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V. CONCLUSION 

This chapter includes a summary of the findings identified through the 

exploratory analysis in Chapter IV. Following the summary of findings are 

recommendations for the DoD. Though recommendations were not intended to be 

developed during this thesis, with the insights gained through this analysis and the current 

drive for faster acquisitions we felt it necessary to start a discussion on DoD AI 

acquisition governance. Lastly, this chapter will cover the limitations of the research, and 

areas of further research that could be pursued.  

A. SUMMARY OF FINDINGS 

Open AI’s ChatGPT, Google’s Bard, and Microsoft’s Bing Chat are well-known 

products, using underlying LLMs, that are already being used across the government 

landscape but cannot ingest sensitive information without security concerns. Ask Sage, 

Inc., and likely others are working on developing a solution that can overcome those 

security concerns (Ask Sage, 2023). It is inevitable that the use of AI in acquisitions 

becomes the gold standard. However, without AI the acquisition community still suffers 

from protests related to the source selection process. Though the evaluation factors 

themselves are not found in the CPDT critical list, “Evaluation in Strict Accordance with 

the Solicitation,” and “Relative Importance of Factors and Subfactors in a Solicitation” 

are on that list (MITRE Corporation, 2023).  

AI could be the tool that reduces this risk. The DoD needs to understand the AI-

acquisition landscape to be able to develop proper governance. The exploratory analysis 

in this thesis was limited to 24 participants from GMU which limits the generalizability 

of the findings which can be applied to the DoD. However, similar research has relied on 

the same sample size. Bahner et al. (2008) conducted a simulation on 24 college students. 

The students had to use an automated decision tool and they were told that the tool might 

produce false results. To study the behavior of those with negative experiences with 

automated tools. Bahner et al. used statistical analysis to evaluate the results.  

Due to our small sample size, it is likely the application of our exploratory 

analysis is limited to DoD contracting civilians. However, the acquisition training and 
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experience DoD civilian and military receive may be similar enough to apply our results 

and recommendations to all of DoD contracting. The following sections address the 

research questions and how well the exploratory analysis answered those questions.  

1. Research Question 1. Do DoD Acquisition Professionals Have 
Confidence in AI-authored Evaluation Factors? 

Research Question 1 sought to explore and compare acquisition professionals’ 

confidence in human versus AI-authored evaluation factors. There are various crucial 

quantitative findings. For instance, the quantitative results reveal a statistically significant 

difference between the AI and Human group’s ratings. This difference is supported by 

observing lower mean confidence levels among participants assessing AI-authored 

evaluation factors compared to those evaluating human-authored factors. There are 

particularly large gaps in confidence for clarity and representation of requirements 

between human and AI factors. Ratings of human-authored factors express a wider range 

but higher central tendency versus a narrower but lower range for AI. Additionally, 

segmentation analysis shows higher age and experience levels may negatively impact 

perceptions of AI-authored evaluation factors. However, the sample size within the 

demographic groupings is not sufficiently large to achieve statistical significance. 

The qualitative findings complimented the quantitative findings. There are 

perceptions of insufficient specificity in AI factors. Some voice concerns over 

misalignment between AI factors and the stated requirements. Issues are highlighted 

concerning undefined terms, overly broad criteria, ambiguity, and lack of explained 

methodology in AI factors. In summary, the analysis indicates acquisition professionals 

currently have lower confidence in evaluation factors generated by AI systems compared 

to those created by humans. Recommendations were developed from these findings and 

are discussed following the summary findings of research question 2. 

2. Research Question 2. Do DoD Acquisition Professionals Demonstrate 
Bias When They Believe They Are Reading AI-authored Evaluation 
Factors?   

Research Question 2 pursued a deeper analysis to investigate bias in acquisition 

professionals’ perception of AI-authored evaluation factors. While we did not have 
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enough data for a significant statistical analysis, our exploratory analysis revealed 

insightful findings. When participants were given human-authored evaluation factors but 

told they were given AI-authored, their mean ratings decreased. However, when 

participants were given AI-authored but told they were given human-authored their mean 

ratings increased. This was the first indication of bias when analyzing the data, 

demonstrating a slight algorithm aversion.  

Regardless of group, the younger, less experienced participants showed no bias in 

that their mean ratings did not change. However, this observation is weak due to the 

sample size of the younger and less experienced groups. The older, more experienced 

participants showed slight bias when the mean ratings of those told they received human-

authored did not change, but their mean ratings decreased when told it was AI-authored. 

This was the second indication of bias, revealing algorithm aversion among the older, 

more experienced groups. 

Although conducting a t-Test implied that there is weak evidence of bias, the 

findings from our descriptive and segmentation analysis indicate that there are some 

noteworthy observations that warrant further exploration. Therefore, we continued with 

our investigation of Research Question 2 and highlighted our findings. 

The findings from the qualitative analysis demonstrate bias by quantifying the key 

themes and number of comments. This method showed a decrease in the number of 

themes among those told they received human-authored, whereas those told they received 

AI-authored increased in themes. This was the third and final indication of bias, 

suggesting algorithm aversion among the participants. 

B. RECOMMENDATIONS 

This is the list of recommendations we can provide based on the observations 

made in the Findings section. 

1. AI Best Practices in Acquisition 

Acquisition professionals tended to have low confidence in AI-authored 

evaluation factors. Additionally, when these professionals are told an AI authored the 

factors, regardless of actual authorship, their confidence drops. The DoD, specifically the 
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Office of the Assistant Secretary of Defense for Acquisition (ADA(A)) should author a 

guide for the use of AI in acquisitions. Here are some recommendations that should be 

considered for such a guide: 

a. Human-AI Collaboration 

Human-authored evaluation factors tend to have higher confidence ratings. It is 

necessary to have humans review, refine, and validate AI-authored evaluation factors 

before finalizing them. A hybrid approach leverages the efficiency of AI with human 

expertise for quality control. This includes getting input from various members of the 

acquisition team and critical stakeholders. 

b. Phase-in Adoption 

This analysis uncovered lower confidence and potential bias associated with AI-

authored evaluation factors. To address this, a phased-in adoption strategy is 

recommended. As AI technology evolves, it is recommended to refine, measure, and 

revalidate the confidence in evaluation factors as LLMs improve. Also, exploring 

specialized GPTs that allow the fine tuning of models for specific use cases such as 

building better evaluation factors will allow the DoD to appropriately adopt technologies 

when the risk of use has been reasonably mitigated. However, the findings underscore the 

importance of a cautious, gradual approach to build trust over time, particularly before 

extending AI use to higher-risk acquisitions. 

As an example, our team initiated this exploratory analysis during the initial 

popularity boom of LLMs, with ChatGPT 3.5 being the most popular at the time. 

Subsequently, Claude AI was introduced. Although our design was complete, and 

couldn’t be adjusted for Claude AI, our exploration revealed its significantly superior 

performance (our opinion) in creating evaluation factors compared to ChatGPT 3.5. The 

outcomes of our study, especially for Research Question 1, might have differed 

significantly if Claude AI had been used, potentially narrowing, or neutralizing the gap 

between the mean ratings of human and AI-authored evaluation factors. As technology 

advances, testing targeted GPTs or more advanced LLMs could demonstrate the desired 
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capabilities, and allow the on-time adoption of technologies the DoD will need to 

leverage.  

c. Ensure Alignment with Requirements 

Based on low ratings of Q4 (Represents the requirement), the AI-authored 

evaluation factors did not align with the provided PWS. Ensure the AI system has been 

trained on the currently approved requirements documentation such as the market 

research report, requirements document (PWS, SOW, SOO, etc.), acquisition plan, 

determinations and findings, justification and approvals, and any other documents that 

describe the requirements salient characteristics, and limitations. Note: Within Chapter III 

of this thesis, we briefly investigated security considerations for AI use. Before providing 

an AI with any government data the security implications should be considered.  

d. Ensure Transparency of AI Prompts 

When acquisition professionals were told an AI authored the factors, regardless of 

actual authorship, their confidence dropped. Acquisition professionals should keep a 

record of AI prompts used to develop evaluation factors as a matter of record. This 

includes how the AI system was trained, chat history, data sources, logic, etc. This 

transparency could help develop trust in the use of technology over time. 

Alternatively, if the DoD explored targeted GPTs that allow users to fine-tune 

models for specific use cases such as building better evaluation factors, the model would 

likely be developed in such a way that the recording of AI prompts would be 

unnecessary. The AI would not require training or prompts to learn as it would have been 

designed for that purpose already. 

e. Utilize Plain Language 

Based on the generally low ratings of Q3 (Clarity), the AI-authored evaluation 

factors were not generated to ensure acquisition professionals could understand them. 

Ensure the AI and acquisition professionals are trained in plain writing guidelines to 

ensure less ambiguity. The plain writing guidelines were developed in response to the 

Plain Writing Act of 2010, Public Law 111-274, which “was signed on October 13, 2010. 
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The law requires that federal agencies use clear government communication that the 

public can understand and use” (Plain Language Action and Information Network, 2023). 

f. Align AI with Mission 

A common qualitative theme, in our thesis, was misalignment between AI 

evaluation factors and stated requirements. Testing different AI products would enable 

selection of a system optimized for mission needs, avoiding problems with mismatches 

observed in the analysis. 

g. Acquisition Professionals Trained in AI Use 

The potential for algorithm aversion and lower confidence in AI outputs observed 

in the findings underscores the need for proper training. Acquisition professionals must 

be prepared to leverage AI technology effectively through appropriate collaboration and 

quality control. This could help mitigate negative perceptions found in the analysis. 

C. LIMITATIONS 

There are various limitations experienced during the development of our thesis to 

include issues like sampling bias, small sample size, limited context, survey design 

issues, and perhaps other extraneous variables.  

1. Limitation I—Sampling Bias 

The survey population consisted of GMU senior leader executive acquisition 

education students, and NPS students and faculty. However, the GMU data was the only 

data relied on, which may not be representative of all acquisition professionals. This 

could introduce bias into the results.  

2. Limitation II—Small Sample Size 

The sample size from the GMU survey (24 acquisition professionals) and the NPS 

survey (19 students and faculty) limited the statistical power and generalizability of the 

findings. This is further exacerbated by the fact that there was a statistically significant 

difference between the GMU and NPS survey results, and so only the 24 surveys from 

GMU were relied on during the analysis. Due to the small sample size, the types of 
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analysis were limited. We could not reliably use statistical analysis. Recommendations 

are based on the results of descriptive statistics. 

3. Limitation III—Survey Design Issues 

Participants may not have had enough time to provide an accurate response to the 

survey. One participant even commented, “Real world would have provided additional 

time with my team to discuss.” The questions may not have been clear or precise enough 

to ensure less ambiguity. The survey may have been too robust to provide precise 

answers for specific questions. If we had focused on only one of the research questions, 

we may have received more compelling data. There might be uncontrolled extraneous 

variables that could impact participants’ confidence levels but were not accounted for in 

the survey. The AI-authored factors were generated by a single AI model (ChatGPT), 

which might not represent the diversity of AI-authored content. The AI-authored 

evaluation factors were subject to the abilities of the specific LLM and the person 

prompting the LLM. The survey focused on clarity, representation of PWS, best value, 

and confidence in evaluation factors, but did not explore other contextual factors that 

might influence opinions on the quality of evaluation factors. For example, we did not 

ask the participants if the evaluation factors (section M) followed the DoD Source 

Selection guide. This may be worth asking because not following the guide could 

increase the chances of a protest. One of the motivations for this research was the high 

level of concern for protests in DoD source selections. 

4. Limitation IV—Possible Outside Influence  

The NPS data reveals a notably positive view toward AI, potentially influenced 

by discussions held during various courses. For instance, enterprise sourcing courses 

engage students in reading current academic articles about emerging technologies, 

fostering discussions linked to supply chains. This exposure to technologies occurs 

consistently over the 18-month MBA program, potentially contributing to a receptive 

attitude among NPS students regarding AI in acquisitions. As students ourselves, we can 

attest that AI wasn’t directly taught but was introduced through diverse discussions. The 
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MBA program’s focus on entrepreneurial and innovation activities encouraged “out of 

the box” thinking, leading to an exploration of AI as a solution to various problems. 

Additionally, there is potential influence from news sources that could instill 

unconscious bias among the GMU (and NPS) participants. For example, the Wall Street 

Journal published an article about AI chatbots, specifically ChatGPT, “becoming worse 

at performing certain basic math operations” (Zumbrun, 2023). News sources 

highlighting a negative, or even positive, aspect of AI can potentially affect the way the 

participants feel or view AI. This can even affect the participants without them even 

knowing it. 

D. AREAS OF FURTHER RESEARCH 

The areas of further research that are inspired by this thesis include ideas 

generated during literature review, survey creation, data collection, and data analysis. 

1. Future Research I—Conduct a Similar Study 

Our sample size was small, and we believe this study is important in ensuring the 

DoD can adopt new technologies quickly to ensure acquisition superiority. Conduct a 

similar study with a larger and more diverse sample of acquisition professionals across 

military branches, sectors, and roles. Include a new group other than AI and Human 

called “Human Assisted” and study the capabilities of a single acquisition professional 

utilizing AI to generate the best possible evaluation factors. Compare those results to the 

“AI” and “Human” type groups used in this exploratory analysis. Also, use multiple or a 

more capable AI/LLM to generate evaluation factors. The results of such a study would 

further inform the content of DoD guides and policy relating to AI in acquisitions. It 

could also highlight the capabilities of a single acquisition professional using AI when 

compared to the current acquisition team. 

2. Future Research II—Stated Preferences vs. Choice Behavior (AI 
Version) 

Capt Brittany Thompson’s 2022 thesis titled Stated Intentions vs. Actual 

Behavior: Choice-Based Conjoint (CBC) in DoD Source Selections, published in 

December 2022, sought to understand if people remembered their stated order of 
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preferences as it related to evaluation factors, and how well they remembered those 

preference by measuring their actual choices during a simulated source selection. Her 

thesis results highlighted the human’s inability to stick with stated preferences during the 

selection phase of a source selection. This same study should be utilized using AI as the 

study participant. Does AI’s choice behavior align with AI-stated preferences 

consistently? If it does, then it opens the possibility of using AI to assist in source 

selections. This would address the hot spot (the agency’s evaluation must be consistent 

with the stated evaluation criteria) identified in MITRE Corporation’s (2023) CPDT. If 

AI’s choice behavior does not align with AI-stated preferences, then it may mean that AI 

is not ready to be incorporated into source selections until it is further developed to 

achieve this behavior.  

3. Future Research III—How Is AI Being (or Can Be) Used in 
Acquisitions? 

In Chapter II, Section C, we identified some previous and current efforts of 

incorporating AI into the acquisition process. It would be worthwhile to study these 

actual AI usages and delve deeper to discover what other types of AI are being used. This 

study could highlight the various uses and benefits (or costs) of incorporating AI. One of 

the more interesting topics would be measuring how successful these outputs compared 

to non-AI techniques, even highlighting other areas AI could assist in acquisitions. This 

study would complement our recommendation of establishing a guide, by adding best 

practices for AI use. 

4. Future Research IV—How Can We Train Acquisition Professionals to 
Use AI? 

Investigate various training methods used commercially to integrate AI into 

acquisition functions of large businesses. While working with AI to build the AI-authored 

evaluation factors, we found that we could not simply prompt the AI to build the factors 

without providing training to the AI. When we had the AI initially build the evaluation 

factors, they were clearly not applicable to the DoD. So, we tried to teach the AI about 

the DoD SSPs first and found that it started to build something closer to being useful for 

the DoD. For the AI to get even closer, we had to adjust our prompts. We found that 
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certain language and specific key phrases needed to be used. For example, instead of 

saying “Use the DoD Source Selection Plan we just provided you to create a Section M 

for the PWS we provided you,” we said, “Implement what you learned from this 

document [PWS] to help me create a Section M for a Source Selection Plan.” The change 

from “use” to “learn” had the AI apply the DoD SSPs we provided, instead of applying 

previous versions of the DoD SSPs it had access to. Thus, it would be worthwhile to 

research how to improve professionals’ use of AI. This would ensure better application 

and reliable results. 

5. Future Research V—Proprietary and Sensitive Information Concerns 
with AI Use 

Identify proprietary and sensitive information concerns that may affect the 

adoption of AI in acquisitions. One of the initial ideas for our research was to have AI 

evaluate proposals and choose a “winning” proposal to award a contract to. We would 

have then compared that to what the DoD actually chose. If there was a difference, we 

would investigate why there was a difference and if one was “better” than the other. 

However, there were various concerns about the vendor’s proprietary information 

contained in the proposals. Therefore, it would be worthwhile to explore solutions that 

could overcome legal, ethical, political, and emotional barriers when using AI. If we 

cannot overcome these barriers, then the benefits of AI will not be realized by the DoD. 

This future research could lead to recommended policy and instructions of incorporating 

AI into various DoD acquisition processes. 

E. IN SUMMATION 

Our exploratory analysis begins to shed light on an issue inspired by the current 

expansion efforts of AI technology. The government has established its own definition of 

AI and LLM (Exec. Order No. 14110, 2023) and also provided guidance for the adoption 

of AI (The White House, 2023). How can the DoD leverage AI in acquisitions to speed 

up the acquisition tempo, increase our consistency and effectiveness, and align with these 

government initiatives? This question resulted in the creation of two research questions 

which focused on acquisition professionals’ confidence in AI-authored evaluation factors, 

and their potential bias as it relates to authorship.  
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While highlighting the limitations of the exploratory analysis, this thesis crucially 

informs potential pathways for advancing adoption of AI in defense acquisitions. The 

recommendations center on promoting transparency, human-AI collaboration, 

stakeholder involvement, plain language, alignment with mission needs, phased 

implementation, and comprehensive training. Developing these solution areas can help 

address potential current deficiencies and capitalize on AI’s vast potential. 

We have identified rich opportunities for further research through larger samples, 

additional models, varied scenarios, and real-world assessments. As AI permeates the 

acquisition landscape, continued analysis is imperative for guiding responsible innovation 

and upholding public trust. With prudent governance and partnership with acquisition 

professionals, AI-enabled tools offer immense promise for transforming defense 

acquisition capabilities. Realizing this future requires understanding existing perceptions, 

proactively addressing concerns, and charting an adaptive course forward. By laying this 

foundation, this thesis contributes actionable and policy-relevant insights. 
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APPENDIX A. PWS USED IN GMU AND NPS SURVEYS 

Solicitation #: W912GB23R0036 
Retrieved from: https://sam.gov/opp/3953e477b27e457a8c431a8cb4d19511/view 
Retrieved on: 21 June 2023 
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APPENDIX B. HUMAN-AUTHORED SECTION M 

Solicitation #: W912GB23R0036 
Retrieved from: https://sam.gov/opp/3953e477b27e457a8c431a8cb4d19511/view 
Retrieved on: 21 June 2023 
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APPENDIX C. AI-AUTHORED SECTION M 

This document was developed by ChatGPT 3.5 using prompts provided by Capt Ryan 
Tagatac on 28 July 2023 (see Appendix G) 
Location: https://chat.openai.com/  

 

https://chat.openai.com/
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APPENDIX D. GMU SURVEY RESULTS 
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APPENDIX E. COPY OF NPS SURVEY  
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APPENDIX F. ADDITIONAL DATA FOR RESEARCH QUESTION 2 

 
 

 
 

GMU
Group 1

GMU
Group 2

GMU
Group 3

GMU
Group 4

NPS Group
1

NPS Group
2

NPS Group
3

NPS Group
4

Pre 4.67 4.20 3.33 2.57 5.00 6.00 3.00 4.29
Post 4.50 3.80 3.17 2.71 4.86 6.00 3.00 4.57
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Group 4

NPS Group
1

NPS Group
2

NPS Group
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NPS Group
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Pre 4.17 4.50 2.83 2.71 3.43 6.25 3.00 4.57
Post 4.00 4.50 2.67 2.57 3.00 6.00 5.00 4.86
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GMU
Group 1

GMU
Group 2

GMU
Group 3

GMU
Group 4

NPS Group
1

NPS Group
2

NPS Group
3

NPS Group
4

Pre 3.17 4.00 2.50 2.29 3.14 6.00 4.00 4.14
Post 3.33 3.60 2.50 2.29 3.14 5.50 4.00 4.43
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Comparison of Best Value Pre (Q5) vs Post (Q10) Ratings by 
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Clarity (Told-
Human)

Represents
PWS (Told-

Human)

Best Value
(Told-

Human)

Clarity (Told-
AI)

Represents
PWS (Told-

AI)

Best Value
(Told-AI)

Pre-Rating 3.54 3.38 2.69 3.73 3.50 3.18
Post-Rating 3.54 3.23 2.77 3.45 3.40 3.00
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APPENDIX G. CHATGPT DIALOGUE TO CREATE AI-
AUTHORED SECTION M 

This is a copy of the conversation (prompts use) with ChatGPT 3.5 on 28 July 2023 to 
create the AI-authored source selection evaluation factors (see Appendix C). The factors 
were used in the GMU and NPS survey to assess DoD acquisition professionals’ 
confidence in human vs. AI authored factors. 
Location: https://chat.openai.com/  

 

https://chat.openai.com/
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