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Abstract 
As large language models (LLMs) continue to advance and find applications in critical decision-
making systems, robust and thorough test and evaluation (T&E) of these models will be necessary 
to ensure we reap their promised benefits without the risks that often come with LLMs.  

Most existing applications of LLMs are in specific areas like healthcare, marketing, and customer 
support and thus these domains have influenced their T&E processes. When investigating LLMs 
for government acquisition, we encounter unique challenges and opportunities. Key challenges 
include managing the complexity and novelty of Artificial Intelligence (AI) systems and 
implementing robust risk management practices that can pass muster with the stringency of 
government regulatory requirements. Data management and transparency are critical concerns, 
as is the need for ensuring accuracy (performance). Unlike traditional software systems developed 
for specific functionalities, LLMs are capable of performing a wide variety of functionalities (e.g., 
translation, generation). Furthermore, the primary mode of interaction with an LLM is through 
natural language. These unique characteristics necessitate a comprehensive evaluation across 
diverse functionalities and accounting for the variability in the natural language inputs/outputs. 
Thus, the T&E for LLMs must support evaluating the model’s linguistic capabilities (understanding, 
reasoning, etc.), generation capabilities (e.g., correctness, coherence, and contextually relevant 
responses), and other quality attributes (fairness, security, lack of toxicity, robustness). T&E must 
be thorough, robust, and systematic to fully realize the capabilities and limitations (e.g., 
hallucinations and toxicity) of LLMs and to ensure confidence in their performance. This work aims 
to provide an overview of the current state of T&E methods for ascertaining the quality of LLMs and 
structured recommendations for testing LLMs, thus resulting in a process for assuring warfighting 
capability.  

Keywords: Large Language Models, Test and Evaluation, Government Acquisition, Generative 
Artificial Intelligence, Benchmarking 

Introduction 
Large language models (LLMs), a subset of generative AI, have demonstrated the 

potential to accomplish diverse activities with minimal or no human intervention. As a result, 
LLMs have found utility across domains, and recent developments have indicated there is an 
increasing interest among people across various domains in adapting and trying to leverage 
LLMs in their activities. However, successful adaptation of LLMs is contingent upon the ability to 
thoroughly evaluate and ensure these systems perform as expected after adaptation.  

LLMs, similar to AI/ML systems, are data-intensive software systems. Unlike traditional 
software systems where the core functionality is encoded by a human (referred to as source 
code), the data-intensive systems derive their decision logic from a training dataset; this 
decision logic is commonly referred to as a model. An LLM, a type of deep learning system, is 
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fundamentally a language model trained on a vast amount of training data, capable of 
performing a variety of tasks. Furthermore, these systems exhibit non-determinism, are 
stochastic, and have a decision logic that is not easily understandable to humans (opaque) 
Moreover, both the data and the algorithm used to train the model influence its behavior. Thus, 
traditional T&E methods and practices, which primarily focus on assessing the functional 
correctness of a deterministic software system with pre-defined test inputs and outputs, might 
not sufficiently evaluate the LLM. Additionally, given the characteristics of the LLM—interaction 
via natural language, ability to perform a variety of tasks, and continual learning—necessitates 
extra care and additional assessments when it comes to their evaluation. Therefore, a 
comprehensive assessment of LLMs is essential to harness its benefits successfully. 

From an acquisition perspective, numerous LLMs are currently available to practitioners. 
In addition to addressing warfighter requirements, acquisition specialists and T&E professionals 
have to make sure that all acquired and deployed LLMs are effective, safe, and reliable. The 
deployment of LLMs in government settings raises significant concerns regarding operational 
safety, data privacy, and the potential for inadvertent exposure of sensitive information, to name 
a few. This paper aims to present a discussion on the current practices in the T&E of LLMs to 
better inform acquisition professionals when seeking to acquire these tools. The ideas are 
presented based on the findings from the survey of academic literature and industrial best 
practices for T&E of LLMs. 

LLMs can complete many different complex tasks, which increases the difficulty and 
necessary variability in testing. Due to the versatility of LLMs, T&E activities generally involve 
running a range of evaluations on a range of tasks (e.g., question and answer, information 
retrieval, text classification, and summarization) to evaluate a range of characteristics (e.g., 
understanding, reasoning, generation, fairness, security, and toxicity). 

While LLMs can range in complexity, this paper is focused on based models but is 
applicable regardless of the model’s size or openness. Sometimes, LLMs are single-base 
models (e.g., BERT, GTP 4.0, etc.). However, frequently those based models in combination 
with other AI or systems are also considered LLMs. This is often seen in LLMs that have added 
“guardrails” that provide safety and security. Models can also vary in size and whether they are 
open, closed, or somewhere in between. Typical LLMs can range in size from millions to even 
trillions of parameters. The number of parameters can have a significant impact on an LLMs 
capabilities and quality. Open LLMs are those whose training data, code, architecture, and 
model weights are fully open to the public. In closed LLMs none of those are available to the 
public and may not be available to the deployer. There are also partially open LLMs where only 
some of that content is available.  

Ensuring that an LLM can be a reliable and safe solution means it must be able to 
provide accurate results, robust to many different scenarios, and resilient to variable and 
potentially hostile inputs. We categorize the LLM acquisition scenarios along two key 
dimensions: 1) the information about the LLM that the acquisition team has access to, such as 
training data, code, architecture, and model weights, and 2) how often or how many times the 
team can carry out T&E activities to assess the quality of the LLM (test scheduling).  

Different types of information (model artifacts) access at the time of acquisition: 

• White box: LLM model is developed in-house (i.e., by the government) so T&E 
personnel have access to all the model’s artifacts 

• Grey box: An off-the-shelf pre-trained LLM, so T&E personnel do not have access to 
training information (data, hyperparameters, code, or model weights); however, they do 
have access to data and other artifacts used in fine-tuning the LLM. 
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• Black box: An off-the-shelf pre-trained LLM without modifications (no-fine-tuning) so 
there is no access to training information (data, hyperparameters, code, or model 
weights). 

Different test schedules: 

• Continuous testing: The ability to perform T&E activities throughout the LLM’s life cycle 
• Periodic testing: No testing access during development but the ability to evaluate during 

fine-tuning 
• One-time testing: Testing is limited to evaluating the final model output and performance 

Combining these two dimensions, we identify three use case scenarios: 

• Use Case 1: In-house development—White-box and the ability to perform continuous 
testing. 

• Use Case 2: Fine-tuning an off-the-shelf LLM—Grey-box, and periodic testing. 
• Use Case 3: Off-the-shelf LLM (as-is)—Black-box and one-time acceptance testing. 

The acquisition team's strategy for evaluating an LLM depends on how and what access 
they have to the LLM and its artifacts. Next, a detailed description of three use cases is 
presented, which will serve as practical examples to facilitate our discussion in the subsequent 
sections. 
Use Case 1 White box, in-house development, continuous testing, software only  

A department completed an in-house effort to develop a software application for 
processing free-text records about financial transactions. The software application’s task is to 
identify named entities in a user-provided collection of records, extract relationships between 
entities, do entity resolution, and provide network graphs of the relationships. The LLM is a key 
component contributor to performing the named entity recognition and relationship extraction. 
Separate components of the software application perform the entity resolution and the network 
graphs. Additionally, the application has a user interface with a quality feedback mechanism. 
The contract for the software application includes creating a new LLM and will provide the 
department with the training data and the model weights.  
Use Case 2 Grey box, off-the-shelf LLM that is fine-tuned in-house, periodic testing.  

A department wants to have an application to help its staff complete internal documents 
that traditionally require a lot of manual labor. These documents contain fixed fields, short free-
text, and long blocks of free-text. The fields will be completed by extracting information from 
user provided records and questions responses. To build the application, the department has 
found a quality LLM developed by another organization in its agency. The department does not 
have access to the weights or training data of the LLM. They will fine-tune the LLM using their 
own data and development team. The department has funded retraining of the LLM every 6 
months.  
Use Case 3 Black box, off-the-shelf LLM, one-time acceptance testing, LLM system within 
hardware.  

An agency is purchasing small drones for searching natural disaster sites. The drones 
can be commanded by text messages from the operators. While the text can be manually typed, 
operators are more likely to send texts created through verbal transcription. The drones have an 
LLM that converts text messages into commands that they can implement. The agency has no 
information about the specific LLM model or the data used to develop it. Because this is a 
Consumer-Off-The-Shelf (COTS) system, the agency cannot alter the system or its internal LLM 
but will test the drones before committing to a large purchase.  
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The remainder of the paper is structured as follows: We first present the current T&E 
practices, including an overview of the steps in testing LLMs. This is followed by a discussion on 
establishing the scope of LLM evaluation by categorizing the LLM purposes as capabilities and 
properties as qualities to outline “what to test” in a test plan. We then discuss the limitations of 
current practices and finally present our concluding remarks and directions for future research. 

Current T&E Practices 
An Overview of Testing of LLMs 

Next, we will provide an overview of the steps required for the T&E of an LLM. Testing 
an LLM typically follows the procedure shown in Figure 1. For Use Case 1, this activity starts at 
the end of in-house model development. For the other two use cases, this series of steps begins 
either when the LLM is obtained as an off-the-shelf model or after fine-tuning the LLM 
(applicable only to Use Case 2). 
 

 
Figure 1. Overview—Testing LLM 

Step 1: Installing Prerequisites: The first step is to install all the required software packages 
and dependencies. This is useful for handling sensitive information such as Application 
Programming Interface (API) keys and configuration settings. The next step is to download the 
necessary libraries, which will be used for various activities such as data processing, API 
interaction, and environment management tasks. 
Step 2: Loading the LLM: The procedure to load the LLM will vary depending on the specific 
LLM. The two common distribution modes for LLMs are 1) host the LLM locally and 2) API-
based access. For a locally hosted LLM, load it using the appropriate code. For example, an 
LLM developed in-house or an open-source pre-trained LLM like Llama2 that can be 
downloaded and executed locally. If the LLM is accessed via an API, establish the connection 
using an API key. For example, OpenAI’s GPT3.5 Turbo can be accessed via an API key.  
Step 3: Loading Test Dataset: When evaluating an LLM, the test dataset will be specific to the 
task the LLM is asked to perform and the desired evaluation methodology (described further 
under Step 5: Assessment/Evaluation). LLMs can perform many different tasks (Chang et al., 
2024). Some common tasks are:  

• Text Classification: assigning a label or class to a given text  
• Sentiment Analysis: identifying the emotional category/state of the text  
• Named Entity Recognition (NER): locating and classifying named entities mentioned in 

text  
• Multiple Choice Question (MCQ): responding to a multiple-choice question with the 

correct answer  
• Question and Answer (Q&A): responding to an open-ended question with an appropriate 

answer  
• Text Completion: providing words to proceed with a sequence of text  
• Information Retrieval (IR): identifying relevant information to a prompt 
• Summarization: summarizing, reformulating, or condensing text meaningfully based on a 

prompt (Allahyari et al., 2017; Nguyen et al., 2024) 

Furthermore, an LLM can be evaluated using either or both of the following types of datasets: 



Acquisition Research Program 
department of Defense Management - 176 - 
Naval Postgraduate School 

• Established test dataset: The tester can utilize established or published datasets from 
the AI community.  

• Custom test dataset: The tester can create a specific dataset that assesses cases or 
scenarios tailored to their particular use case. This custom dataset can be hosted locally 
as a CSV or JSON file and used to evaluate the model’s capability based on specific 
criteria.  

Step 4: Prompting: Unlike traditional software systems, user interaction with an LLM is 
primarily with a text input called a “prompt.” A prompt is typically natural language text but can 
include code or pseudo code. A prompt is a set of instructions that informs the LLM about the 
user’s request. It comprises the input, desired LLM behavior, and any other instructions that 
users expect the LLM to follow while processing their request. Usually, a prompt consists of 
three main components: 

• User role: User’s query  
• System role: Instructions on how the model should behave or respond  
• Assistant role: Provides a method for giving examples of what a response should look 

like. 
When testing an LLM, the prompt you use and the characteristics of the prompt will be 

specific to the task you are asking the LLM to perform. Thus, creating effective prompts is 
crucial for better engagement with the LLM.  

Prompting strategies are techniques used to guide language models in generating 
desired responses. Three common strategies are (Schulhoff et al., 2024; Wei et al., 2022):  

1. Zero-Shot Prompting: involves providing no prior examples to the model.  
2. Few-Shot Prompting: involves providing a few examples to help the model understand 

the prompt/task.  
3. Chain-of-thought (COT) Prompting: involves breaking down complex tasks into simpler 

steps to help the model understand the prompt/task.  
Overall, prompt construction plays a vital role in testing LLMs. In other words, how the 

prompt is constructed affects the model behavior and, thereby, model evaluation. Therefore, 
creating effective prompts that combine the test scenario (user input) with other contextual 
information relevant to the LLM is essential.  
In addition to the prompting strategies, parameters significantly influence the LLM’s outcome. 
Key parameters include: 

• Temperature: Controls the randomness of the generated output. A higher temperature 
value increases creativity in LLM outcomes by sampling from a wider range of possible 
tokens, while a lower value (i.e., closer to 0) produces consistent and predictable 
outcomes. 

• Top-p (nucleus sampling): Limits the selection of words (tokens) whose cumulative 
probability reaches or exceeds the specified top-p value. 

• Max tokens: Sets the maximum number of tokens that can be generated in a response. 
In other words, the max tokens parameter allows you to limit the length of the generated 
response. 

• Frequency penalty: To minimize the likelihood of repetitive tokens by penalizing tokens 
based on how frequently they have already appeared in the output text. 

Step 5: Assessment and Evaluation: The prompt, which consists of the user instructions and 
a test case, is provided as input to an LLM. Upon receiving the prompt, the LLM processes it 
with any contained instructions, and produces an outcome. Next, the LLM’s output is recorded 
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and analyzed. The metric by which the LLM is assessed depends on the task it was asked to 
perform. Some commonly used metrics (Hu et al., 2024) are:  

• Classification-based metrics: accuracy, precision, recall, F1-score 
• Token-similarity metrics: Recall-Oriented Understudy for Gisting Evaluation (ROUGE), 

Bilingual Evaluation Study (BLEU), Metric for Evaluation of Translation with Explicit 
Ordering (METEOR). 

• Embedding-similarity metrics: Bidirectional Encoder Representations from 
Transformer Scores (BERTScore). 
Note that the assessment is specific to the task (e.g., Named Entity Recognition), and 

the prompt must be designed according to the task that is currently being evaluated. 
Benchmarks: Evaluating an LLM using a standard test data set provides insights into the LLM’s 
abilities on a specific task compared to other models. However, LLMs are versatile and possess 
the ability to perform a variety of tasks with varying degrees of complexity. Thus, evaluating an 
LLM on a single test set will not be sufficient. Benchmarks are tools for exploring an LLM’s 
strengths and weaknesses over a diverse range of tasks or functions. 

A benchmark is a standardized framework for the holistic evaluation of an LLM. It 
consists of diverse task sets (e.g., NER, MCQ) to test an LLM on its various abilities, metrics for 
evaluating each ability, and a systematic methodology to assess different dimensions of an 
LLM’s abilities. Furthermore, they enable objective comparison between different LLMs. For 
example, Massive Multitask Language Understanding (MMLU) is a widely used benchmark that 
evaluates LLMs across 57 subject areas across humanities, STEM, social sciences, and others 
(Hendrycks et al., 2021). Overall, a diverse collection of benchmarks provides a holistic 
understanding of an LLM’s range of abilities, offering a more comprehensive assessment than 
any single test set could provide.  

While evaluating using benchmarks delivers valuable holistic insights into the LLM’s 
abilities, real-world deployments of LLMs necessitate targeted evaluations that align with 
specific use cases and operational conditions. This is in part because of the limitations of 
benchmarks. By being highly structured and constrained in their implementation, benchmarks 
offer results that are comparable across LLMs. This means that benchmarks typically do not 
incorporate the context of use for a specific LLM application. Additionally, LLM benchmarks 
often experience benchmark saturation, where the usefulness or integrity of the benchmark 
reduces overtime. As a result, benchmark testing usually needs to be combined with tests for 
specific use cases or real-world use context. The following section outlines the key 
dimensions—LLM capabilities (what it can do) and qualities (how well it does it)—what specific 
capabilities and qualities testers should prioritize based on their intended applications and 
operational needs. 
Key Dimensions of LLM Evaluation: Capabilities and Quality Attributes 

LLMs appear to have human-like abilities, which makes us want to use them like a 
human, e.g., relying on general intelligence to perform a variety of tasks across a variety of 
domains. However, like other AI, they are developed from training data and may not generalize 
outside the training distribution. This makes it very important to ensure that they are tested 
within the operational contexts and for the specific operational purposes they will be used for. 
When a single LLM is expected to be used very broadly, this creates an extremely large test 
universe.  

This expectation of broad utility and human-level performance necessitates a thorough 
assessment of the LLM. Therefore, a comprehensive evaluation framework for testing LLMs 
must include two primary dimensions: (1) evaluation of fundamental capabilities, namely 
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understanding, reasoning, and generation, and (2) ascertaining its quality attributes, such as 
reliability, performance, robustness, and privacy. The evaluation of fundamental capabilities is 
essential due to an LLM’s core function as a language model that facilitates human-like 
interactions. As a software component, LLMs must meet expected quality standards.  
Capabilities 

Our structured approach to testing LLMs is based on three aspects of LLM input 
processing: understanding, reasoning, and generation. These were chosen because they are 
core to an LLM’s functionality. Upon receiving input, an LLM is expected to 1) parse and 
understand the input, 2) reason based on that understanding, and 3) combine both the 
reasoning and understanding to generate an outcome. While we will separately discuss testing 
these three aspects, it is possible for them to sometimes overlap.  
Understanding is the capability of LLM to successfully interpret text inputs. We will test if the 
LLM can successfully interpret the user inputs by looking at its ability to receive, parse, and 
comprehend natural language. Below, we discuss specific tasks that testers can use to evaluate 
LLM understanding. 

• Named Entity Recognition (NER): NER is a widely used task in the natural language 
processing (NLP) community to evaluate the language model’s ability to parse inputs 
and assign appropriate entity categories to each word from the input text. NER is 
considered one of the fundamental evaluation tasks in NLP. It helps determine whether 
the model can understand each word (also referred to as a token) from the input text and 
classify them into entity categories. There are standard entity categories found across 
most NER implementations (e.g., person, organization, location). However, specific 
applications may develop custom entity categories. Testers should identify any relevant 
common and custom entity categories. Evaluating the LLM on this task helps assess its 
token-level understanding capabilities; however, it does not evaluate the model’s ability 
to understand the relationship between the tokens. 

• Text classification: In text classification, the LLM assigns a label to an input text based 
on the overall theme of the input. The assigned labels are predefined. They frequently 
have just two categories (e.g., yes/no, pass/fail, etc.), but multiple categorical labels are 
possible. Additionally, text classification commonly assigns one label, but some 
applications may be designed to assign multiple labels. Unlike the NER task, which is 
limited to evaluating the LLM’s understanding at an individual word level, text 
classification helps in ascertaining whether the LLM is able to understand the overall 
relationship between words in the input text.  

• Sentiment analysis: Sentiment analysis is a computational method that assesses a 
text’s tone or sentiment. Testers can use sentiment analysis to assess an LLM’s ability 
to understand the nuanced relationship between the words in the input text and derive 
the overall sentiment or emotion of the input. Sentiment analysis can be performed at 
the sentence level, paragraph level, or document level. Outputs from sentiment analysis 
can be binary (i.e., positive/negative). However, outputs that are a probability or range of 
scores are better at assessing an LLM’s ability to infer contextual nuances and meaning 
across various text lengths. 

• Natural Language Inference (NLI): NLI is also known as textual entailment (TE) or 
Recognizing Textual Entailment (RTE). It is the task of determining the logical 
relationship between two short texts which are denoted as the premise and the 
hypothesis. A premise and a hypothesis are provided as inputs to the LLM which 
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analyses the relationship between them and assigns an appropriate label. In general, 
NLI identifies three types of relationships: 1) Entailment if the premise logically implies 
the hypothesis; 2) Contradiction, when the hypothesis contradicts the premise; and 3) 
Neutral, when the hypothesis can neither be logically deduced as true nor false based 
on the premise. In other words, it might be possible but is not 100% likely (not enough 
information to conclude). NLI represents a more advanced level of understanding, 
requiring the LLM to integrate token-level understanding and contextual understanding 
and then reach a conclusion.  

Reasoning is the capability of LLMs to process information (from input text), draw inferences 
from the information, and derive conclusions based on the available information (Mondorf et al., 
2024). Evaluating reasoning capabilities provides insights into LLMs’ logical reasoning and 
analytical thinking abilities. Reasoning capability evaluations in LLMs are broadly categorized 
into core and integrated reasoning tasks, and the current T&E practices include various tasks 
within these categories. Common reasoning tasks include: 

• Logic: This is the LLM’s ability to logically derive valid conclusions. Based upon the 
objective, it can be divided into three subtasks (Mondorf et al., 2024):  

ο Deductive reasoning tasks aim to assess if the LLM reaches a conclusion based 
on its valid premise or deriving cause-and-effect relationships.  

ο Inductive reasoning tasks help evaluate the LLM’s ability to identify patterns 
from the input and arrive at reasonable generalizations. In other words, given a 
specific set of examples, the task evaluates if the LLM is capable of deriving 
generalizable conclusions.  

ο Abductive reasoning tasks test the LLM’s ability to use given observations to 
formulate plausible explanations or possible hypotheses. 

• Mathematics: The LLM’s ability to perform mathematical tasks.  

• Multi-hop: The LLM’s integrated reasoning ability, assessing if the LLM can successfully 
make a series of logical steps or interferences to reach a conclusion.  

• Common sense: This reasoning task assesses the LLM’s capability to apply real-world 
knowledge, such as everyday situations and human-like interactions, including social 
norms and constraints, basic laws of physics (e.g., ice melts into water and objects fall), 
and others.  

Generation is the capability of LLMs to produce/create coherent, contextually relevant model 
responses. An LLM’s output from a text input can range in length and complexity. The 
generated responses can go from a single-word or syllable to long text summaries. The below 
evaluation practices aim to assess the different aspects of generation evaluation through 
various tasks such as translation, question answering, summarization, code generation, and text 
generation. Note that we limit our discussion to text based LLM and do not discuss multi-model 
models. 

• Translation: The LLM’s ability to generate translated text that guarantees the relevance 
and underlying meaning of the original text, grammatical accuracy, and contextually 
relevant translated text.  

• Question/Answer (QA): The LLM’s ability to generate relevant and accurate responses 
based on provided questions. These tasks are designed to test the model’s ability to 
respond to either an open-ended question with an appropriate answer or respond to a 
multiple-choice question with the correct choice. 
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• Summarization: The LLM’s ability to create short content capturing the key points and 
concepts in a larger input text. Two types of summarizations are extractive and 
abstractive reasoning. In extractive reasoning the LLM is evaluated on how well it 
extracts key excerpts from the larger text and combines the excerpts into a coherent 
output. For abstractive summarization, the LLM is assessed on its ability to create 
concise original text that captures the meaning of the input text. Overall, the 
summarization task represents an advanced level in testing generation capabilities. 

• Coding: Expanding beyond traditional text generation, the coding tasks evaluate the 
capabilities of LLMs in writing software code. This task primarily evaluates the LLM’s 
capability to generate functionally correct software code based on user requirements. 
Table 1 presents a list of tasks and benchmarks for evaluating the three capabilities of 

LLM. Testers should evaluate LLMs across all three capabilities: understanding, reasoning, and 
generation. 

Table 1. A List of Tasks/Benchmarks Used for Evaluating Capabilities 
Capability Task Type Benchmarks Comments Relative 

Complexity 
Understanding Named Entity 

Recognition 
CoNLL 2003 Evaluates basic word-

level understanding 
and categorization 
abilities. 

Low 

  Sentiment 
Analysis 

IMDb  
Yelp-2 
Yelp-5 

The ability to grasp 
emotional and 
contextual meaning 

Moderate 

  Text 
Classification 

SuperGLUE Ability to understand 
and categorize text 

Moderate 

  Natural 
Language 
Inference 

SNLI Tests complex logical 
relationships between 
statements 

High 

Reasoning Inductive 
reasoning 

bAbI-15 
EntailmentBank 
  

Evaluate the ability to 
make generalizations 
from the observed 
patterns. 

Moderate 

  Deductive 
reasoning  

bAbI-15 Test the ability to reach 
valid conclusions from 
premises 

Moderate 

  Abductive 
reasoning 

α-NLI Assess the ability to 
form plausible 
explanations from 
observations 

Moderate 

  Mathematical 
reasoning 

GSM8K 
MATH 

Tests mathematical 
problem-solving skills 

Moderate 

  Multi-hop 
reasoning 

StrategyQA 
HotPotQA 

Tests the ability to 
logically connect and 
reason across multiple 
steps.  

High 
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  Commonsens
e reasoning 

CommonSenseQ
A 
OpenBookQA 
HellaSwag 

Assess the application 
of real-world 
knowledge 

High 

Generation Translation WMT 
IWSLT 

Evaluates the 
translating ability  

Medium 

  Summarizatio
n 

XSum 
CNN/DailyMail 

Tests the 
summarization ability 

High 

  Code 
Generation 

HumanEval 
MBPP 

Tests the ability to 
generate functionally 
correct software code 

High 

Understanding: The understanding capability of an LLM influences its ability to correctly 
interpret inputs, including inferring complex nuances of the input, which in turn guides the 
reasoning and generation activities of an LLM. In other words, weaker/limited understanding 
capability can significantly impact the LLM’s overall performance by limiting its ability to grasp 
the context, missing interconnected relationships in the input text, or a total misunderstanding of 
the user’s intent, which will result in incorrect outcomes.  

• For Use Case 1, testers must evaluate if the LLM can identify and accurately classify 
entities like person names, organizations, and transactions within user-provided records. 

• Evaluation activities for fine-tuned LLM in Use Case 2 must assess the LLM’s capability 
to understand records and identify entities that need to be mapped to specific fields in 
the documents.  

• For Use Case 3, evaluations must ascertain if the LLM understands operator text 
messages by correctly identifying intended drone commands like “make a left turn” and 
their associated parameters “after 50 ft.” 

Reasoning: Shortcomings or deficiencies in reasoning capabilities can significantly impact the 
LLM’s performance and, consequently, its adoption in operational environments. For example, a 
deficiency or lack of satisfactory abductive reasoning abilities can make the LLM prone to 
hallucinations—the tendency to generate plausible but factually incorrect information (Toroghi et 
al., 2024).  

• For Use Case 1, logical reasoning evaluations will help determine if the LLM can identify 
both direct and indirect relationships among different entities across different records. 

• Similarly, for Use Case 2, evaluations should be performed to determine if the fine-tuned 
LLM can synthesize user responses across multiple questions and extract information to 
update a specific field. In other words, determine if the fine-tuned LLM can perform multi-
hop reasoning and extract relevant information from user responses. 

• For Use Case 3, testers should consider evaluating scenarios such as whether an LLM 
applies common reasoning while converting text messages to commands. For instance, 
they should test if the LLM can recognize and avoid generating physically infeasible 
commands, e.g., “fly through the debris.” 

Generation: Evaluating generation capabilities presents its own challenges, such as measuring 
creativity in the generated text and the inherently subjective nature of assessment in writing 
tasks.  
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• For Use Case 2, testers should verify that the information generated by the LLM to 
update the fixed field, short free-text, and long blocks of free-text is accurate and 
matches respective user records. Note that, given the goal of Use Case 2, the 
automatic completion of internal documents from user records, the evaluation of the 
fine-tuned LLM’s ability to generate coherent, concise text for updating the fields of 
both short free-text and long blocks of free-text, are key evaluation priorities. While 
Use Cases 1 and 3 might involve minor generation, it is less critical than Use Case 
2’s core task. Hence, we limit our discussion to Use Case 2. 

Quality Attributes 
Below, we describe some common quality attributes. We include some illustrative 

examples using the use cases described above. While quality attributes assessment is essential 
for all three use cases, due to space limitations we limit our discussion to one or two use cases 
per quality attributed.  
Reliability: Reliability is “the ability of a system or component to perform its required functions 
under stated conditions for a specified period of time” (ISO/IEC/IEEE, 2017). Reliability 
assessments of an LLM evaluate its ability to produce consistent, coherent outputs under 
normal or expected operational conditions. The main goal is to evaluate an LLM’s behavioral 
consistency. It includes a variety of assessments, such as testing the LLM for consistent 
behavior across variations in the input text and different contextual settings, factual consistency 
across outputs for the same or similar prompts (hallucination detection), the LLM’s ability to 
quantify and communicate its confidence in its outcomes (uncertainty quantification) and 
assessing the accuracy of confidence estimates to actual performance (calibration; Sun et al., 
2024; Walsh et al., 2024; Zhuang et al., 2023). A lack of comprehensive reliability assessment 
significantly increases the risks in operationalizing LLMs, as unreliable models can lead to 
serious and potentially catastrophic outcomes. 
For Use Case 2: Evaluate the fine-tuned LLM’s consistency; the reliability assessments should 
evaluate whether the fine-tuned LLM consistently extracts the same information from the user-
provided records and question responses. For example, provide the employee performance 
report document (input) multiple times and check if the LLM consistently extracts the employee's 
name and the manager’s feedback. 
Performance: Assessing an LLM’s performance is a multifaceted activity that involves 
evaluating both the quality of the model’s outcome and its efficiency in producing the outcome. 
Quality assessment includes evaluating the output’s coherence, ensuring logical flow and 
contextual consistency, determining its relevance to the given task, ensuring the outcome is 
factually correct, and evaluating the logical soundness of the LLM’s reasoning process (Huang 
et al., 2024; Zhuang et al., 2023). Efficiency evaluation measures the LLM’s computational 
performance through latency, inference speed, and throughput, which are critical for adapting 
an LLM across different operational environments.  
Use Case 3 will be used in real-time operational conditions. Therefore, testers should evaluate 
LLM latency and assess if the latency level is sufficient to support operational needs.  
Maintainability: Unlike traditional software systems, updating or modifying an LLM is not limited 
to structural changes to the software code. Given an LLM is a data-intensive system, 
modifications range from retraining the LLM with a revised dataset or hyperparameters to fine-
tuning an LLM with a domain-specific dataset. Furthermore, in some cases, LLMs are designed 
to learn from their operational environment (continual learning). Thus, it is subject to frequent 
adjustments (or updates) upon deployment. While this is a desired behavior, ensuring that an 
LLM continues to work as expected is critical. Maintainability assessment must account for the 
characteristics of LLMs and focus on evaluating the model’s ability to incorporate updates as 
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well as their ability to adapt to different operational environments without comprising 
performance.   
Use Case 2: Given the planned semi-annual retraining cycle, evaluations must be performed to 
ensure that periodic retraining does not adversely impact the LLM’s performance. For instance, 
after each retraining with recent documents and potentially new data sources, testers should 
compare the LLM information extraction accuracy between previous and newly introduced data 
sources. 
Scalability assesses the LLM’s ability to deliver satisfactory performance under varying 
operational conditions, including fluctuating demands in user queries, input text length, and 
computational resource consumption. In other words, scalability evaluates the LLM’s ability to 
handle increased demand or workloads (serve a significant number of concurrent user requests, 
handle larger inputs, and operate in diverse environments) without significantly comprising its 
performance (i.e., output quality). 

Scalability assessments of an LLM help determine operational conditions suitable for 
optimal model performance (resource requirements), identify potential bottlenecks that may 
hinder the model’s performance, and thereby determine the model’s viability for deployment. To 
this end, testing scenarios will be designed to systematically evaluate LLM’s performance 
across various operational conditions. Key testing scenarios include: 

• Size of input: Understanding the LLM’s ability to handle various types of inputs, 
including the complexity of input and length of the inputs. For example, can an LLM 
handle longer, lengthier inputs/documents (Context window limitations)? Does handling 
longer inputs result in a memory crash? Does handling a substantial number of longer 
inputs (requests) impact the LLM’s processing or inferencing time? If there is a delay in 
inferencing time, is it within a reasonable time? Measuring the LLM’s response quality 
with increasing complexity in prompts. 

• Number of users: Does the increase in the number of users impact the model’s 
performance (e.g., increase in model inference time)? 

• Frequency of input: Can the LLM handle a higher volume of inputs without significant 
performance degradation? 

• Operating environments: Can the LLM be deployed on different hardware 
configurations? Can it work with limited hardware resources? Can it handle new data 
types? 

• For Use Case 1: Focus on whether the LLM can identify entities and extract 
relationships within a reasonable time frame, specifically when dealing with increasing 
workloads (>=1M records). 

• For Use Case 2: Evaluate the fine-tuned LLM for varying lengths of short free-text (e.g., 
between 50 and 450 words) and long blocks free-text (e.g., 1000, 2000 words) and see if 
it impacts the LLM’s extraction ability. 

Robustness: “The degree to which a system or component can function correctly in the 
presence of invalid inputs or stressful environmental conditions” (ISO/IEC/IEEE, 2017). In the 
context of LLMs, robustness is defined as the ability to produce a consistent performance 
across different operating conditions, such as previously unseen scenarios, handling noisy input 
data, out-of-distribution inputs, variations or perturbations to input prompts (prompt sensitivity), 
and resistance to adversarial attacks (Sun et al., 2024). Robustness assessment must evaluate 
an LLM’s resilience across various input scenarios, including its ability to handle out-of-
distribution input values, resistance to prompt injection attacks (a type of adversarial attack 
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targeted at manipulating the LLM’s behavior), its performance under perturbed input values, and 
its ability to generate relevant, accurate outputs in the presence of misleading or irrelevant 
information. Failure to perform a comprehensive robustness assessment opens up the LLM for 
potential operational risks, such as increased vulnerability to prompt injection attacks, 
susceptibility to generating inconsistent model outcomes when dealing with noisy input values, 
and potential performance degradation when deployed in rapidly evolving operational 
environments (lack of generalizability).  
For Use Case 3: Examine the LLM’s behavior in handling informal or abbreviated language and 
uncommon jargon that the model might not have been exposed to at the time of its training. 
Furthermore, tests must be conducted to assess the LLM’s sensitivity to text perturbations. For 
example, testers can introduce common or likely misspellings or additional white spaces to text 
messages and determine if the LLM continues to perform as expected or results in a 
misinterpretation. 
Privacy: The ability to safeguard sensitive information, including training data, personally 
identifiable information (PII), and confidential information received through training or user 
interactions. LLMs are trained on large datasets, making them susceptible to privacy attacks. 
Furthermore, the interactive nature of LLMs, combined with its tendency to align itself with 
users’ requests, significantly increases privacy risks. For example, malicious actors could 
employ sophisticated prompt injection techniques to trick the LLM into revealing sensitive 
information.  

Privacy evaluation in LLMs focuses on ascertaining its ability to protect against 
unauthorized access, accidental disclosure of training data or user information, and resilience to 
various data extraction attacks (Sun et al., 2024). Failure to perform adequate privacy 
evaluation poses significant risks, as it increases the likelihood of exposing training data, 
revealing sensitive information, and confidential user interactions.  
For Use Case 2: Evaluate the fine-tuned LLM for privacy guarantees. They should also perform 
privacy assessments to ensure that the LLM does not inadvertently expose sensitive information 
from the document. 
Security: At a high-level, security refers to protecting a system from threats and risks that may 
lead to harm. When assessing the security for an LLM (which is likely a component of a larger 
system), testers should focus on assessing safeguards of the model and its related artifacts. 
This includes assessing protections for its training data and model weights, defenses against 
unauthorized entities, processes for detecting and mitigating adversarial threats and malicious 
manipulation of the LLM’s behavior, and other processes for ensuring the LLM’s integrity.  

A comprehensive security assessment of LLMs includes evaluating its resistance to 
prompt injection attacks, its ability to defend against evasion attacks, and testing for 
vulnerabilities in access control. This includes assessing how resilient the model is to 
unauthorized access, potential modifications, or tampering with model weights and protecting 
against model inversion attacks. The overall goal is to assess and implement robust safeguards 
that prevent malicious manipulations of the model for generating harmful outcomes, thereby 
ensuring the integrity of the LLM across various operational contexts. 
For Use Case 1: Evaluate whether it can detect malicious user requests and does not disclose 
privileged information (i.e., prevent unauthorized access). 
Explainability: LLMs function as black boxes, with their internal decision-making processes 
remaining opaque to the users (Cambria et al., 2024). LLMs that are explainable facilitate user 
trust in outputs and effective debugging processes. Explainability in LLMs aims to provide users 
with insights into the LLM’s reasoning as to why it produced a particular outcome, thereby 



Acquisition Research Program 
department of Defense Management - 185 - 
Naval Postgraduate School 

facilitating a better understanding of its behavior. Explainability assessments evaluate an LLM’s 
inherent capacity to generate human-comprehensible explanations for its outcomes (Zhao et al., 
2024). For example, they may assess if the LLM provides rational support for its response.  
For Use Case 2: Have the LLM provide step-by-step explanations for filling the fixed fields vs. 
short free-text vs. long blocks of free-text. This assessment will help stakeholders understand 
the LLM’s information extraction and document completion process. 
Fairness: LLMs are data-intensive systems that inherently reflect the distribution of the data 
they are trained with (Chandrasekaran et al., 2024). In other words, the behavior of the LLM is, 
to a large extent, a representation of its training data. Due to the practical limitations in 
comprehensively capturing the operational universe within the training dataset, an LLM may 
inadvertently reflect the inherent biases in the training data and thus exhibit discriminatory 
behaviors. Fairness in LLMs refers to the model’s ability to generate outcomes without 
preference or discrimination across protected groups, ensuring no demographic is 
disadvantaged or misrepresented (Chu et al., 2024; Li et al.; 2023, Schwartz et al., 2022). 
Fairness evaluation is essential to guarantee that the LLM exhibits non-discriminatory behavior. 
This activity spans the LLM’s life cycle, including the data collection, training, and fine-tuning 
phases. Unlike assessments of other quality attributes, where a single test instance (i.e., occurs 
only once) may suffice to identify/uncover the underlying issue, fairness evaluation may require 
multiple test instances (i.e., more than one occurrence) to establish patterns of discriminatory 
behavior (Weidinger et al., 2022). Thus, necessitating comparatively increased testing efforts.  
For Use Case 3: Fairness evaluations ensure that the off-the-shelf LLM treats different dialects 
and linguistic styles equally when converting the operator’s text messages to commands. Is the 
LLM prone to misinterpret certain linguistic styles while converting text messages into 
commands? 
Safety: Evaluates the LLM’s ability to avoid generating harmful, toxic, unethical, deceptive, 
unlawful, or otherwise undesirable content or behavior during its intended use, thereby 
maintaining a safe operational environment (Weidinger et al., 2022; Zhang et al., 2023). It 
involves systematically assessing an LLM’s behavior across diverse scenarios to achieve this 
goal. Furthermore, it aims to validate an LLM’s safety guardrails in preventing the model from 
generating unsafe outputs either intentionally (tricked by a malicious actor) or unintentionally 
(non-malicious intent yet can cause harm).  
For Use Case 3: Most significant for Use Case 3 given its operational environment and 
application (but crucial for all use cases). Safety evaluations must be performed for this use 
case to guarantee that the LLM (in the drone) identifies and rejects potentially dangerous text 
messages or asks for further clarification (from the user) before converting to a command in 
case the input text is ambiguous or borderline risky. 

Adaptability: “The degree to which a product or system can effectively and efficiently be 
adapted for different or evolving hardware, software or other operational or usage 
environments” (ISO/IEC/IEEE, 2017). Given the nature and characteristics of LLMs, testers can 
measure an LLM’s adaptability by assessing its ability to adjust to new operational conditions, 
including new tasks and domains. They can also assess its ability to perform inferencing in 
resource-constrained hardware environments. Furthermore, evaluations must ascertain an 
LLM’s ability to improve its performance through continual learning (feedback from the 
operational environment). Inadequate adaptability evaluation creates significant bottlenecks in 
operationalizing LLMs across diverse environments. For example, limited or lack of adaptability 
can make an LLM obsolete too soon. Since LLMs require substantial resources for training and 
deployment, retraining or replacing an obsolete model becomes expensive and time-consuming. 
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Similarly, poor adaptability to diverse operational environments significantly restricts an LLM’s 
utility and its cross-environment applicability.  

• For Use Case 1: Ascertain its ability to adapt to new domains or usage 
environments. For instance, evaluations must determine if the LLM can accurately 
identify and extract relationships from previously unseen entity types.  

• For Use Case 3: Evaluate the LLM’s inferencing performance across various 
resource-constrained environments. Specifically, they should assess whether the 
LLM maintains acceptable performance when deployed on different hardware 
architectures. Additionally, testers must assess whether there is a significant drop in 
performance between the original LLM and its optimized versions, such as a 
quantized LLM. 

Framework Boundaries 
The evaluation of LLM across capabilities and qualities reveals an interconnectedness 

where there is an inherent lack of rigid boundaries between assessment areas. In most cases, 
evaluating an LLM on a task intended for a particular capability can potentially assess other 
capabilities. For example, NLI evaluation assesses not only understanding but also the LLM’s 
reasoning abilities. Likewise, evaluating an LLM for hallucinations goes beyond strictly 
assessing reliability, as it also reflects on the LLM’s performance in generating factually correct 
outcomes. Although we present the framework by grouping tasks under the category they 
primarily assess, testers should be mindful that, in most cases, an LLM evaluation can typically 
provide insights into multiple capabilities, quality attributes, or a combination of these. Moreover, 
test plan design must be guided by the operational conditions, prioritizing specific capabilities 
and quality attributes based on operational requirements. 

Challenges and Limitations in the Current T&E Practices 
The current T&E practices for LLMs, while providing a baseline for evaluation, suffer 

from key limitations. Firstly, there is a disconnect between benchmark performance and real-
world utility. Open-source benchmarks barely reflect the full spectrum of operations an LLM will 
encounter in operational scenarios. Moreover, most benchmarks remain static over time and 
lack domain specificity. Adding to this, the controlled nature of a test environment fails to 
account for variability in operational environments. Consequently, a strong benchmark 
performance may not necessarily translate to success in an operational environment. Secondly, 
the use of aggregate metrics (accuracy, F1 score) provides insights into LLM performance. 
However, they fail to provide a granular understanding of the LLM’s behavior, thus limiting the 
ability to gain insights into specific strengths, weaknesses, and potential failure points in LLMs. 
Third, LLMs’ non-deterministic and opaque nature presents unique challenges in failure analysis 
and debugging activities. Existing T&E approaches developed for traditional software systems 
with understandable decision logic and deterministic behaviors are often ineffective for LLMs, 
limiting the ability to systematically detect and address failure modes. Finally, a lack of 
standardized techniques to measure test adequacy, potentially leading to inadequate test 
design and incomplete evaluation. 

Conclusion and Future Directions 
This paper presents an overview of the current T&E practices for evaluating LLMs based 

on a survey of academic literature. We outline the key steps in testing LLMs and discuss how to 
establish an evaluation scope by categorizing LLM capabilities and properties, illustrated with 
three acquisition scenarios. Our findings indicate that while the T&E of LLMs is nascent and 
rapidly evolving, significant challenges remain. Current practices provide a foundation for 
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evaluation but require substantial improvements to address the challenges in evaluating the 
multi-faceted nature of LLMs. For instance, public benchmarks offer a starting point for 
evaluation; however, their utility is limited as they cannot be generalized to all possible 
operational scenarios. Our analysis identifies several key areas for future research. First, 
developing new T&E approaches to comprehensively evaluate LLMs in specific operational 
contexts. Second, standardized approaches for measuring test adequacy should be 
established. Finally, we observe a significant imbalance in the T&E of an LLM across its life 
cycle. While a significant amount of work is reported for model-level T&E, there remains a 
significant gap in research regarding the system level and post-deployment (operational) 
evaluation. 
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